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Anti-windup control design for exponentially unstable LTI systems with
actuator saturation: the non-strictly proper case

Sami Tliba

Abstract— We consider the control problem of the design of on coprime factorization as in [10] or [11], that have been
an anti-windup compensator for exponentially unstable lirear  also proposed.

systems subject to input saturation. We revisit the resultsin In this article, some previous results concerning the desig

[1] and we generalize the LMI conditions for an anti-windup fd ic but olant-ord ti-wind t
design that explicitly takes into account the presence of aickct oF dynamic but plant-order anti-windup compensators are

feedthrough term in the plant's dynamical model, from the revisited. It concerns more precisely results of articlg [1

control input to the measured output. whose main idea is based on adding a new constraint to
Index Terms— input saturation; sector-bounded nonlinearity;  the derivative of the quadratic Lyapunov function in order
anti-windup compensation; to force the closed-loop dead-zone signal to be less than a
given threshold. This constraint is translated matheraliyic
. INTRODUCTION as a narrowed version of the sector-bounded condition. The

o , . . . results proposed in this paper generalizes those in [1] to
Saturation is probably the first class of non-linearity whic |j,o4¢ plants that may contain a direct feedthrough term

any engineer who deals with the control of practical systemgating the bounded control inputs to the measured outputs
has to cope with. The components of physical processgs,pnears that the extension of results in [1] is not trivial
that are most concerned by saturation phenomenon &fgereas several applications need results that explicikg
indubitably the actuators. Since all actuators have thei 0 jy« direct feedthrough terms. For example, in active vibra
physical limits (power, bandwidth,...), physical pro@ss tjon control of thin mechanical structures piezo-actuatie
that are actuated can not be driven with any dynamic. BUfyite dimension linear models derived fronFaite Element
often because of cost reasons, designers choose the compgsysis of the mechanical Partial Derivative Equatior® [1
nents of a process in order to safisfy a nominal behavior & ays contain feedthrough terms in the finite dimension
little b|t_ far from the real use oflthe sygtem, so that actisato analysis model as well as in the synthesis one, in order to
are quickly faced with saturation. This happen more oftepqrect the static response and the anti-resonance fregsen
than expected. Moreover, the first knowledges learned in thg e inputs-outputs transfer functions [13]. A well known
automatic control practitioners’ community is often thmla'_ar way to overcome the presence of direct feedthrough term
control theory which assume that a controller can deliver @ 4 fiiter the inputs (or outputs) with low-pass filters that
control signal of any magnitude. It is now well known thatyre srictly proper and having a large bandwidth, decoupled
unconstrained linear plants controlled by an efficientdine i, the plant's dynamic. This an obvious trick that has an
pontroller when working in the linear operating range |eadappealing side, but the price to pay becomes non ridiculous
in the better case, to poor performances when actuators g{gan dealing with MIMO systems, leading to plant matrices

saturated, or it leads to instability in the worst case. of higher size and then complicating the numerical resofuti
One of the most popular approaches allowing to degj the problem.

with the saturation of the actuators is the one implementing Tpe paper is organized as follows: in Section Il are

anti-windup compensators. Roughly speaking, anti-windugresented the notations used throughout this paper. Tleey ar
compensator is a kind of controller of the pre-existing dine voluntary taken similar to those in [1] to help the reader
controller that is designed in order to stabilize the clesedy, ine comparison. In Section IlI, the problem is addressed
loop system when it works in the saturated operating ranggnd in Section IV, the main results are exposed. A numerical
while ensuring some performance properties. _ illustration of these results on a practical applicatioadtive
Among these sought properties, the so-called input/outpUfipration control problem is presented shortly at the entke O

Z»-gain performance index has received a great attentigiyn see [14] and [15] to have a more complete idea about
since a small couple of decades, especially since it has begfs application.

mathematically rigourously formulated in [2]. There are LM
based methods translating quadratic stability as well raeci [I. NOTATIONS

criterion or Popov criterion like in [3], [4], [5], [6], [7], R stands for the set of real numbers. ket be some non-
[8], [9]. There are other approaches, such as those basggto integersRX is the set of vectors of dimensignR*! is
the vector space of rectangular matrices of dimengien
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Fig. 1. (a): Non-linear closed loop interconnection withiavindup compensation; (b): Non-linear closed loop intemection recasted into a robust
performance standard form; (c): Compacted robust perfocenatandard form.

will denote the matrix of zeros witk rows andl columns. will be supplied by the sought external anti-windup com-
The set of real symmetric squanex n matrices is denoted pensator. These inputs are intended to modify the dynamic
$"" and $7°" is those of positive definite matrices. Letbehavior of the controllefs’ in (3) when working in the
a,b € R, secfa,b] denotes the conic sector defined by thesaturated operating range, in order to stabilize the input-
set{(x,y) e R xR/(y—ax)(y—bx) <0} (see for example saturated closed-loop and bring some performances during
Fig. 2). The inverse of square matrM is denotedM~! the saturation of the control input.

and the Moore-Penrose pseudo-inverse is denbtédThe In this paper the only assumptions made concerning the
space of square integrable functions is denatédand the plant are:
Znorm of a signalx € RY, of .23, is denoted|x|z2:= " (A1) the triple (Ap.Bpu,Cpy) is Stabilisable and de-
(Jo'x (r)x(r)dr)_ : . _ tectable,
Throughout this paper, given a signalc R, the usual  (A2) the linear closed-loop interconnection 8f and<,

saturation function will be considered, which is defined as i.e.whenu =y, andv =0, is stable and well-posed.

)Y |u] < ume Assumption (A1) is necessary and sufficient to allow for

sat(u) = ; max max (1) PPN :
sign(u) U™ Ju| > UM the plant stabilization by dynamic output feedback [16].

whereu™ is the saturation threshold. The dead-zone funé@ssumption (A2) means that the linear controller has been
tion dz() is defined using the sét function asq = dz(u) := successfully designed so that asymptotic stability is goar
u—sat(u). Those notations are extended to vectorial signe‘i?ed' Of course, such controller should ensure some linear

uc R™ by applying them at each component. performance requirements. On the contrary of [1], nothing
Y appying P is required concerning the direct feedthrough tédg),, as

[1l. PROBLEM DEFINITION it will be shown, except that the closed loop is well posed.
Moreover, the assumption referred as (A2) of [ig. the

. . one concerning full row rank of matrice[ﬁS,TJU D,TJ Zu] and
Given an LTI plant#? described by [pr Dpyw} is useless here. ’ ’

A. Closed-loop interconnection features

P 2= CpXp + DpzuwW + Dpzu (2) B. Anti-windup compensator design problem

= CpyX DpywW + Dpyuu . .
y pyXp + DpywW + Dpyu Given an integerny, € IN, we seek for ang,-order

and its stabilizing controllefs in state-space form, with linear anti-windupcompensatorz#" of inputq=dz(y;) :=

appropriate matrices: ye — sat(yc), outputv’ = [v] V]| and of ordemgy, with
: dynamic:
Ye = CoXe + Dey + V2 ﬂ%{ Xaw = PawXaw + Bau (4)
V = CawXaw + Dand

where xc € R™ is the controller state vectox, € R"

is the plant state vectoy € R™ is the measured output, where xqw € R"™¥. The anti-windup compensator is inter-
ue R is the control input of the plant ang, € R™ is connected with the system following the structure depicted
the unconstrained linear controller’s output. The cotdobl in Fig. 1 (a) and there equivalent form 1 (b) and 1 (c).
output isze R™ and the disturbance input 8 € R™. The Let ¢ be the closed-loop interconnection o and ¢
input vectorv" = [VI vg] ve R™,v; € R, v, e R™ and obtained by settingi =y (see Fig. 1 (b)), where the state
ny = ny+ Nc, corresponds to additional inputs available thavector is denoted” := [XE XI] xeR", n:=np+ne.



Consider the closed-loop interconnection defined by the The following analysis result is due to [1]:
lower LFT! 7 := % (¢, </#) between the linear closed- Theorem 1 (Robust performance analysisiven a per-
loop plant¥ and the anti-windup compensator, as depicted iformance levely > 0 and the unconstrained closed-loop
Fig. 1 (b) and Fig. 1 (c), describing the closed-loop refatiolinear systemZ with initial conditionx (0) = 0 subjected to
betweerw andz under the internal loop describing the sectorthe sector-bounded uncertainty (6) , if there eRist $"¢ "
bounded uncertainty] = dz(yc). This interconnection will and a diagonal matri¥v > 0 such that
be referred as thanti-windup closed-loop systei@iven the

corresponding closed-loop state vectgri= [x" X}y|, X € i TPLp { PBo.ci } P cT 1
R whereng = N+ Naw, its state-space model is: Ad A +Cp KW B Lel
- W KDyl
X = AdXd + Boad + Bygd B.aiP T K T
’ ’ : +Dgo KW » WK D 0
T Ye = CociXel + Doocld + Doycid %) +WKG ¢l 002’3\/ Dosel Diger | <0,
=C D Dy1¢d -
_ ;Z( )LCIXCI  P0c@ ¥ B ©6) B P D1 KW —yln, Dijg
4=0z0e L Cia Diqgl Direr  —Vln,

(8)
then, the unconstrained closed-loop linear systémis
robustly stable against the sector-bounded uncertajnty
dz(yc), the dead-zone signal is boundgd q™®* and the
“Z>-gain condition||z||2 < y||w||2 is satisfied.

_ymax
% C. Modified closed-loop features
In order to use results presented in [1] for a plant with a
non zero direct feedthrough terby, .y, define the following
Fig. 2. Dead-zone nonlinearity and modified sector bounds output
y:=Yy—Dpyuu 9

This paper addresses the problem of designing such anti- Y=Y~ Peyu ©)
- Cpo + Dp)wa (10)

windup compensators that verify the following properties:
Property 1: Given a performance levey > 0, a bound

g™ on each dead-zone signgl = dz(ys) (see Fig. 2). leading to the strictly proper pIa@ofoutputyﬁ as assumed

. by the referred paper. The corresponding controller for an
_ G

Let K —,d"'?‘g{"la"% s kny} >0 wherek = g < 1. equivalent closed-loop is then

The anti-windup closed-loop system of Fig. 1 (a) ensure the

following specification: 7 % = Acxc+ Bey+ Mcq -+ ¥
1) the anti-windup closed-loop system is well-posed, {yc = CoXe+ De¥ + Neg + ¥ (11)
2) there exists a quadratic Lyapunov functigiix;) =
xPxy with P € $7*™ and a constant > 0 such where [\71} B { Tn, Bch,yuAcl] {w] and
that its derivative along the anti-windup closed-loop Ul |Ongxne Ot V2
system’s trajectories (5) satisfies:
Ac = 1n, — DcDpyu. (12)

. 1
V(Xel) + EXG Xl + ;/ZTZ— yw' w

{ (7)  Matrices of the equivalent controlléf to be connected to
+2q"W (Ky.—q) <0 the strictly proper planP are defined below:
for anyW = diag{Wi, W5, .. : 7V\_/nu} > 0. éc = At Bch,yuAc‘lCc
Remarkl: In the class of anti-windup compensators that B — B.(1 D -1p
zem: . 5. = Bo (I, + Dpyfi; D)
satisfy item 1), according to”-procedure results [18], the & = Al
second item gives a sufficient condition for quadratic ingér oy (13)
- . . D¢ := A; D¢
stability of the anti-windup closed-loop system, for fine- N — —B.D (]1 L A-1D.D )
gain fromw to z and for a boundj™ on dead-zone signals. R e _AIB DL e
c -— —8¢ Yclpyu

Remark2: The last term of (7) comes from the mod-

ffied sector?boun_ded c_o_n_dition with respect to the SC"?"Et'fompared to results presented in [1], new matrigsindN,
product defined in Definition 1 of [7]. _It is obvious that if appeared and their presence can not be ignored in the main
qTW (Kyc—q) <0vt =0 h_OIdS for any dl_agonal matrw > results of anti-windup synthesis. Indeed, these matrices a
0, then(g,ye) € secf0,K] will be satisfied te. o (Kyc—q) < those making dead-zone sigrgaentering in the augmented

0 so thatq < ™) and then(q, Yc) € secf0, In,| will also be e state equatior in (11).

verified. Now let write the matrices of the closed-loop syst&m

ILFT stands for Linear Fractional Transformation. See [17]. corresponding to the feedback of the controlémwith the



strictly proper plant, as depicted in Fig. 1 (b).

X = AX+ Boq + Bld +BzV
CoX + Dooq + D01d + D02V

g Z = Cj_X + D]_oq + Dlld + D12V (14)
q= 11rluq
q=dz(yc) (15)

wherex € R", n:=np+nc and the new closed-loop matrices

are:

A= Ap+ Bp chpr Bp, uCc
BcCpy Ac
~ B N -1 = = =
- [Bowt BpueD . <
By = | PV 5 RUTC p’VW];D := DcDpyw;
Y7l BDpyw . oL+ HeEpyw (16)
5 . Onpxnc Bp,ulAc R 17 -
'?2 " | In, BeDpyct)” Do~2-— [Onuen 867);
~C1 [sz-l- Dy, zchpr Dy, zucc}
Dlo = Dpzu(Nc ]lnu)y D12 = [Onexnc Dpzdc },

D11 := Dpzw+ Dp2DcDpywi Doo:= Ne;

Following the procedure described both in [16] and [1],
the anti-windup compensator parameters are gathered in

the following matrix variable

. Aaw Baw (np+nc) x (Np+nc)
0= e RVPTem e
[C@W Daw]

so that the matrice8, By i, Cj i, Djkcl With {j,k} € {0,1}
can be written linearly with respect ® as

(17)

A Boc Buig A Bo P
Co.cl Doocl Doici | = |60 Doo Do1
Cicl Di1oel Dital %1 D10 D11
’ ' ’ 18
77 (18)
+ @; S} [Ql 25 %3]
23
where
[AO|By|B
A Po P 0000
(go I:300 I:301 = CO oD D (19)
¢1 D1g D11 00}= 01
| C1 0|D10|D11
0 1, 0|0 }
P Py P3| = | = awl = | ~ 20
7172 2= ey o leglen] @9
~ [1n, 0] 00
(21 2 25):= | o 0 ° O] 21)

IV. MAIN RESULTS
A. Anti-windup feasibility

Theorem 2 (Feasibility): Given a non-strictly proper LTI
plant#” and a stabilizing controlleg”. Consider assumptions
(A1)-(A2) and the equivalent strictly proper pla? and
its associated controlle®’. Given real scalars & kj < 1,
i=12...,n, and given a scalay > 0, a bound on the
deswedﬁz norm of the closed-loop system from input(s)
to output(s)z (see Fig. 1 (c) for notations).

ApR11+ R11AT
{ —Bpu ((Ne—1n, )V +V (NT 1n,)) Bhy }
CpzRu1 }
+2Dp v (11,_1ru — K*l) Bg,u
S (22)
Rlng,z B
{ +2Bpu (In, — Kl)VDlT,’ZU} pw
{ —yln, } D <0
2Dpzu(In, —KH) VD] 4, p.zw
DE,ZW _Vﬂnvv
_ATS-F S& S§1 CNJT
to B]S —yln, Dl ] <0 (23)
| G D11 —Vly,
[ Ri1 [llnp O] o
1, >0 24
5] s

If there exist positive definite matriceR;; € Snfxnp, Sc
$7", and a diagonal matri¥ = diag{vy,V2,...,Vq,} > 0
satisfying the convex inequalities (22)-(23)-(24), thaere
exist an anti-windup compensatef#?” of ordernay = np that
robustly stabilizes the closed-loop systémwith respect to
the modified sector-bounded uncertainty §&¢].

Proof: The proof of this theorem follows closely the
corresponding one in [1] except that the relations (18) 19 (2
are now considered in the development of the expression (8)
of Theorem 1. These relations take explicitly into account
the matrices of the modified controllgr in (11), associated
with the strictly proper plant?, whose matrices are defined
in (13). The details are then voluntary omitted. [ ]

Remark4: In comparison to the results presented in [1]
for the strictly proper case, (22)-(23) and the related uradq
ities in [1] present differences in almost all elements weher
matrices (in (16)) of the closed-loop systernin (5) appear.

It is especially noticeable for the extra-terms introduted

Remark3: One can notice that equation (18) (and theleal with the modified sector-bounded conditions that are in

related ones (19)-(20)-(21)) of the anti-windup closedplo

the elements$1,1), (1,2), (2,1) and(2,2). It emphasizes the

system is written with the new matrices in (16) and its eximportance to develop general conditions since those in [1]
pression does not differ at all to the corresponding onelin [1could not be simply extended to non-strictly proper plant.

Thus, one might be tempted to replace basically matrices
(16) into the feasibility and anti-windup constructionuks

®he converse is true since when assumibgy, = 0, we
recover results of [1].

of [1]. But this amounts to underestimate the importance of Remark5: Because of the narrow relation between the

the direct feedthrough termpy, in the matrices composing
the real LMI conditions for non-strictly proper plants.

Z»-gain and thesZ, norm [18], it is then interesting to
compare both approaches to emphasize the advantage of the

This remark is essential for the details of the proof of th@resent one. Indeed, one should note thas bounded by

next result about anti-windup feasibility.

the 2%, norm of the closed-loop systet# (¥, %), i.e



from input(s)w to output(s)z (see Fig. 1 (c) for notations). to make them compatible with all cases. So, the following
Generally, in thes%, control approach of the robust per-theorem is proposed to be used as a method for the anti-
formance problem associated with the standard form Fig. windup compensator’s matrix construction:

(b) and (c), when specifying < 1, all the requirements on  Theorem 3 (Anti-windup compensator construction):

the closed-loop will be fulfilled if the associated feastpil Given the solutionsRyy, S, y and V of the feasibility

problem has a solution. These requirements are (or optimization) convex problem of Theorem 2. Let
. quadratic internal stability, W =V IK? =KV HT = [, Opuxn-nw] and
« closed-loop performance in the#,-norm sense ex- consider the following decompositidiN™ = 1, — RSwhere
pected in the channeV — z, M.N € RN R— [Rll RlZ] With Ry = 1, 0] S [ }
« robustness of this closed-loop against the unstructured ’ Ri2 Rz2 P In]’
uncertaintyA coming from the modified sector- boundedR ]186 = [O ]lnc} _ Rgz- Then, anngth-order anti-

input nonlinearity.

In the case of “sub-optimal’#,-anti-windup-compensators,
i.e.wheny > 1, one must pay attention about this situation .
which could happen frequently. This case means that one() ~ Compute a feasibl®,y € R™*" such that
or more of the requirements are not fully met. This can

windup compensatomay > Np, can be obtained by using
the following method:

be damageable for the anti-windup compensated closed-lo¢ WK (Doo+ DozDaw) . DTo
system if it concerns the requirement of robustness againg - —2W - WKDoy { +|f);w[”)12}
the sector-bounded non-linearity. In that case, global @t w (D00+ D DOZ) KW - <
as local stability could even not be ensured. DOJ,KW —Vln, D1y
Remark6: In prgctice, it may happen that a_smaldoes { Dig } D11 —yin,
not lead to the existence of a solution, especially when the +D12Daw
required performances are very important, most than those -n
“allowed” in presence of the sector-bounded nonlinea8ty, (27)
under the same assumptions than in Theorem 2, one car{i) ~ Compute the least-square solutions of the following
seek for the “best” feasiblg, read the minimum one. Since equations foBay € R™M, Cay € R Maw
the LMIs (22)-(23)-(24) are all convex with respect to the -
variabley, the feasibility convex problem of Theorem 2 can Olln, O O] [Baw - Ony xn
easily be turned into the following optimization problem ]lgu n o | = Bo S;TV;KCO (28)
lesrj y subject to (22) (23) (24) 0 ClS
RemarkT: Condmon (24) is devoted to the obtention of a
plant-order anti-windup compensator. Indeed, this caorlit 0 |I5$2KW 0 [312 Caw'|
comes from the more general non-convex condition which WKDg2
states that anguth-order anti-windup compensator has to 0 - ?
verify instead (see [7] and more generally [16]): D1 |
R 1 BIH 1 @)
[nn s} 20 (25) { WKCORH T }
rank(R—S™1) < naw (26) = D;WB%;' |_‘:‘ BoH
The above non-convex conditions are satisfied for a fulkran ClRH
anti-windup compensator.e. whenngy =n=np+nc. The
only tractable reduced-order case are the plant-order case and the matrixAq, € R" " as
Naw = Np (condition (24)) and the static caseaf = 0). For . 3 . o
this last, by imposing thaR = S, the feasibility conditions Aaw=—ATH — X(Baw)l'l’lY(CaW, Daw) (30)
are easily derived: condition (22) remain unchanged; condi
tion (23) is slightly modified by scaling is on the left and where
on the right by the block-diagonal matrix digig 1, In.}; . N . . -
condition (24) is removed since it is obviously verified. X(Baw) := [SBO+ Baw+CgKW B, Cﬂ (31)
B. Anti-windup compensator construction (ég +I5;WI§£)H
In this subsection, the same methodology as in [1] _ { +WKCoRH +WK|502(§aW}
for the anti-windup compensator construction is usiel, (Caw, Daw) = BTH (32)
when using explicit formulaes for the construction.@?”. élRHiﬁlew

This approach is based on results published in [19]. Once
again, when considering a non-strictly-proper plant, folas (i)  Compute ©, the variable containing the original
change and it is necessary to write them clearly in order matrices of the anti-windup compensator in (17)



by the algebraic relation:

|:Aaw Baw] _ [ N ng]'l' ( |:'§\aw @aw]
Caw Da\iv Onyxnaw Iny Caw Daw (33)
%RH 0n>< Nu MT H Onawx Ny

+
a |:Onv><naw Onv><nu:| ),\ |:Onu><naw 11r|u :|

Remark8: Given a solutionDyy of (27), an alternative
for the calculation oBgay (respectively ol’éaw) would be to
solve LMI (34) (respectively LMI (35)). Indeed, it can be
shown, following results in [19], that solutions of (28) and
(29) are those leading to the most uniformly negative definit
solution of the below LMIs

Acceleration (m/sz)

ATS+ SA+ X (Baw)T X (Baw)" <0
HT (AR+RAT) H +HTB,Caw+ CLBIH
+Y (CAaW7 |5aw)T n-ty (éaW7 I:A)aw) <0,

that can be solved as they are to obtain a solutionBigy
andCyy,.

(34)

(35)

V. SIMULATION EXAMPLE

Voltage (V)

Consider the problem of active vibration control of a
flexible beam equipped piezoelectric sensor and actuador tt
was introduced in [14] or in [15]. The reduced-order mode
is of order 6 and is not strictly proper. A linear 6th-ordét,
controller with pole-placement constraint has been design
to meet all requirements of vibrations’ attenuation and rc
bustness against unmodelled dynamic. The other simulatiu..

parameters are the same than those in [14] and [15]. In order_rig. 3. Comparison of the anti

to compare results in [1] with those presented in this paper,
we consider the synthesis of a plant-order dynamic anti-

Dyn. Anti-Windup effect on output's response z(t) to a shock-like disturbance w(t)
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-windup closed-loop behavémponses

windup compensator for each case, the case of strictly for exponentially unstable and not strictly proper plants
proper plant by using results of [1] and the case of nonyith bounded inputs, that achieve quadratic stabilifs-
strictly proper plant by using results of this paper. For thgain performance and an upper bound on the dead-zone
non-strictly proper case, the augmented plant is of order gignal. Results proposed in this paper generalizes those in
whereas for the strictly proper case, it is of order 8 becau$g] to whatever linear plant, strictly proper or not. A quite
the input is filtered by a first-order low-pass filter to elimie@  conclusive simulation on a practical application has been

the direct feedthrough term. The frequency cut-off is set tgroposed in order to compare both of these results.

10°Hz in order to be completely decoupled with the plant
dynamics. For both approaches, we set a bagfitf on the
dead-zone signal to 6200corresponding td = 0.992.
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the strictly proper case, the anti-windup compensator is of
order 8 and gives &>-gain ysp= 8.55, whereas for the non-
strictly proper case, the anti-windup compensator is oéord [1]
7 and gives az»-gain yhsp= 12.56. The proposed approach
seems to lost a little bit of performance iff>-gain sense
while winning on the anti-windup compensator’s complexity
Both approaches satisfy the condition of boundedness o
the dead-zone signal. To illustrate that, Fig. 3 propose §]
non-linear time simulation in closed-loop for the case of
unconstrained control, then for the case of saturatingrobnt
with and without anti-windup compensator.

(2]

(4

VI. CONCLUSION

In this paper, some LMI conditions has been proposecF]
to address the design problem of anti-windup compensators
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