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Abstract In the context of passive sources localization using antenna array, the
estimation accuracy of elevation, and azimuth are related not only to the kind of
estimator which is used, but also to the geometry of the considered antenna array.
Although there are several available results on the linear array, and also for planar
arrays, other geometries existing in the literature, such as 3D arrays, have been
less studied. In this paper, we study the impact of the geometry of a family of 3D
models of antenna array on the estimation performance of elevation, and azimuth.
The Cramér-Rao Bound (CRB), which is widely spread in signal processing to
characterize the estimation performance will be used here as a useful tool to find
the optimal configuration. In particular, we give closed-form expressions of CRB
for a 3D antenna array under both conditional, and unconditional observation
models. Thanks to these explicit expressions, the impact of the third dimension to
the estimation performance is analyzed. Particularly, we give criterions to design
an isotropic 3D array depending on the considered observation model. Several 3D
particular geometry antennas made from uniform linear array (ULA) are analyzed,
and compared with 2D antenna arrays. The isotropy condition of such arrays is
analyzed. The presented framework can be used for further studies of other types
of arrays.

Keywords Array geometry optimization · direction of arrival estimation ·
performance bound.

1 Introduction

In the context of passive sources localization by an array of sensors, the Direction-
Of-Arrival (DOA) estimation performance is not only linked to the kind of esti-
mator used but also to the array geometry, i.e., the sensors location in the space.
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For an array of sensors, the meaning of ”performance” can be seen from different
points of view: beampattern properties, ambiguities of the array, isotropy, local-
ization estimation in terms of mean square error (MSE), etc. A huge amount of
works is available in the literature concerning the study of array ambiguities (see,
e.g., [1–5]) the beampattern (see, e.g., [6,7]), and the isotropic properties of arrays
(see, e.g., [8]).

In this paper, we are interested in the optimal array geometry leading to the
best performance in terms of MSE. More particularly, we will focus on three di-
mensional (3D) array geometries less studied in the literature. Indeed, although
there are already many available results on planar arrays (2D), there exists other
geometries such as 3D arrays. There are many applications where the sensors are
scattered in space leading to an arbitrary shape of the antenna (network of tele-
scopes on the Earth’s surface, networks of electrodes on the skull of a patient,
networks of sensors in a room or in a small space for robotics functions, networks
of buoys on the surface of the sea, etc). Moreover, compared to the 2D antenna,
the 3D antenna have some intuitive advantages, such as the 3D antenna overcomes
the ambiguity of the 2D antenna in some unambiguous cases. For example, one
can imagine that in the radar application problem, the targets are located the
3D space and which would be hidden by certain types of landscape (hills, forests,
etc.). Therefore, the targets would be ”invisible” for a simple planar antenna.
However, the 3D antenna could provide a better detection in this situation. The
limited number of results in 3D geometry antenna is perhaps due to its complexity
leading to more complex expressions.

The analysis already provided in literature deal with two kinds of geometries:
geometries based on circular arrays [6] or spherical arrays [9], and geometries based
on linear branches (such as the well known Uniform Linear Array (ULA), the V-
shaped arrays, the cross arrays or rectangular arrays). More particular attention
has been paid on uniform arrays. This paper follows the context of arrays made
with ULA branches.

In order to study the performance in terms of MSE, the most popular tool is
clearly the Cramér-Rao bound (CRB) [10], probably because it can generally be
achieved by the variance of localization estimators for a high number of snapshots
[11] or at high Signal-to-Noise Ratio (SNR) [12, 13]. The CRB has already been
widely used in the literature to describe the fundamental properties of arrays.
Through a simple form of the CRB expression, [14] shows the impact of the sensors
location on the DOA estimation accuracy in the case of 2D arrays. Concerning
DOA estimation, in [15], [8], [16], some conditions on sensors positions to ensure
the isotropy are studied for 2D, and 3D arrays, by way of the off-diagonal entries
of the CRB, where, the arrays have the same estimation accuracy over the whole
field of view. In [17], [18], the CRB for the source position estimation based on the
time difference of arrival method (TDOA) is used to prove that the best geometry
which minimize the trace of the CRBmatrix is the uniform angular array (UAA). A
Bayesian CRB approach for the case where the source is coplanar with the antenna
and the DOA is modeled as a random variable is introduced in [19]. In [20], a deep
study of the CRB for 2D antenna and a source anywhere in the space has been
provided, leading to interesting results concerning the so-called V-shaped array
in terms of isotropy, and MSE performance. Then, based on the work of [20], a
novel planar geometry called the optimum ambiguity-free planar antenna array
with a closed-form of V-shaped array has been introduced in [21]. Finally, in a
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recent work [22], the authors showed that the both conditional, and unconditional
CRB, jointly with the variance of DOA obtained from MUSIC algorithm, can be
expressed in the same term depending on the sensors location, and this kind of
CRB expressions can be used as a tool in order to optimize the array.

Note that, in array processing, the source signal is generally modeled as a Gaus-
sian random process or as a deterministic sequence. These models are referred to as
the unconditional model, and the conditional model respectively [23]. Particularly,
under conditional model, the incoming signal waveforms can be assumed as either
known or unknown parameters. Consequently, the computational cost of the esti-
mation problem varies w.r.t the signal waveforms assumption. The unknown signal
waveforms always leads to the increase of the parameter dimension compared to
the unconditional model. On the contrary, there exist in literature several appli-
cations where the signal amplitudes are known such as mobile telecommunication.
The knowledge of the signal can improve the estimation performance, also reduce
the problem complexity. We can cite here several works concerning the context of
known waveform signal (see, e.g., [24–28]).

Of course, since the observation model can change, there are two different CRB
associated to each model called unconditional CRB (UCRB), and conditional CRB
(CCRB). It has been proved that the UCRB can be achieved for a high number
of snapshots [11], however, it is not achievable at high SNR (for a fixed number of
snapshot) [13]. On the other hand, the CCRB is achieved at high SNR [12] but it is
not achieved for a large number of snapshots [11]. Surprisingly, to the best of our
knowledge, all the previously proposed results are conducted in the framework
of the unconditional observation model, and consequently, in the framework of
the UCRB. We will show in this paper that in the framework of the conditional
model, some results concerning the array geometry differ significantly from the
unconditional observation model.

In this paper, both conditional, and unconditional observation models are con-
sidered to study 3D geometries. First, we detail the Fisher Information Matrix
(FIM) expressions concerning the azimuth, and elevation in the case of a general
3D array. The Fisher information represents the way to measure the informa-
tion about the parameter contained in the observations via its likelihood function.
Secondly, closed form expressions of the CRB are provided when one adds an
orthogonal branch to a planar array with any geometry. This model is the first
step to analyze the contribution of the third dimension where an intuitive ad-
vantage of 3D antenna arrays w.r.t 2D antenna arrays is the overcoming of the
ambiguity problem in elevation estimation. Third, to analyze the impact of the
array geometry on estimation, we propose several closed-form expressions of the
CRB for classical array shapes made with the well known ULA branches. Note
that these kinds of geometry (namely the L-shaped, and V-shaped arrays) have
already been investigated in the 2D case, which are seen as particular cases of
our proposed expressions. In [29], the L-shaped antenna arrays has been proved to
have 37% better accuracy than the cross array. In [30], the author introduce the
isotropic conditions for the sensors positions, and for the opening angle between
the two branches of the uniform/ nonuniform V-shaped planar antenna under un-
conditional assumption. Our goal is to extend these geometries in the 3D case
to analyze the impact of a 3D additional branch in terms of MSE. These results
are then analyzed to describe the performance of these arrays in terms of MSE,
isotropy, and the decoupling properties. Finally, the comparison between the 3D,
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Fig. 1 Coordinate system for the source, and the sensors

and 2D antenna arrays, and also the comparison between 3D, and uniform circular
antenna arrays (UCA), which have the same number of sensors, are analyzed to
illustrate the impact of the third dimension. However, with a constant number of
sensors, in order to add the third dimension to the antenna, the aperture of the
antenna must be reduced. Therefore, the estimation accuracy will be affected.

The notational convention adopted in this paper is listed as follows: italic
indicates a scalar quantity, bold lower case indicates a vector, bold upper case
indicates a matrix. Θ̂ indicates the estimated value of Θ. AT is the transpose of
A.A∗ is the conjugate ofA.AH is the transpose, and conjugate ofA. ℜ{.} denotes
the real part. ℑ{.} denotes the imaginary part. |.| denotes the absolute value of
complex scalar. tr(A) denotes the trace of matrix A. [A]i,j is the {i, j}th element
of matrix A. det (A) is the determinant of the square matrix A. IK denotes the
K ×K identity matrix. And ai denotes the ith element of vector a.

The paper is organized as follows. In Sec. II, we introduce the model, then
we resume briefly the notion of CRB depending on the two hypotheses about the
source signal. In Sec. III, the expressions of general CRB under the two assump-
tions are listed. In Sec. IV, we develop the explicit expression CRB for a family of
3D antenna arrays. Next, in Sec. V, we consider the applications of the CRB to
some particular 3D antenna models to find isotropic, and uncoupling conditions.
In Sec. VI, we give some typical simulations to illustrate the performance com-
parison between the different antenna arrays. Finally, in Sec. VII, a conclusion is
presented .

2 Model setup

In this paper, we are interested in using an unbiased estimator to localize a single
source emitting narrow-band signal in the far-field area by using a three dimen-
sional array containing M identical, and omnidirectional sensors. The source posi-
tion is characterized by its spherical coordinates, such as the bearing angle vector

Θ =
[
φ θ

]T
where φ is the azimuth, and θ the elevation of the source. The ith

sensor position is characterized by the triple parameters (ρi, ξi, ϕi) (see Fig. 1).
θ, and ξi are measured clockwise from the z axis, while φ, and ϕi are measured



Title Suppressed Due to Excessive Length 5

counter-clockwise from the x axis. Letting s(t), y(t), n(t) denote the source signal,
the output signal at the array of sensors, and the additive noise respectively, for
t = 1, . . . , T , where T is the number of snapshots. At the tth observation, the
output signal at the array of sensors is then given by:

y(t) =




y1(t)
...

yM (t)


 =




e(
j2π
λ

v
T
1 r(Θ))

...

e(
j2π
λ

v
T
Mr(Θ))


 s(t) + n(t) = a(Θ)s(t) + n(t), (1)

where λ denotes the wavelength. The vector a(Θ) is the M × 1 steering vec-
tor with its ith element given by [a(Θ)]i = exp

(
j2π
λ vT

i r(Θ)
)
, where r(Θ) =[

sin θ cosφ sin θ sinφ cos θ
]T

is the unit vector pointing toward the source, and

vi =
[
ρi sin ξi cosϕi ρi sin ξi sinϕi ρi cos ξi

]T
is the position of the ith sensor. In

the spherical coordinate system, the ith element of the steering vector is given by:

[a(Θ)]i = e(
2jπρi

λ
(sin θ sin ξi cos (φ−ϕi)+cos ξi cos θ)). (2)

The noise vector n(t) ∈ CM is assumed to be Gaussian, circular, independent, and
identically distributed (i.i.d.), zero mean with covariance matrix σ2

nIM .
Concerning the source, the two following alternative hypotheses can be as-

sumed:

– H1: s(t) is complex, deterministic, and assumed to be known at the receiver.
– H2: s(t) is assumed circular, Gaussian, zero-mean with variance σ2

s known at
the receiver (s(t) ∼ CN (0, σ2

s)), i.i.d, and independent of the noise.

Depending on the assumptionH1 or H2 which is used, both mean or covariance
matrix of the output signal may depend on Θ. To be more general, let us first
assume that y|Θ ∼ CN (µ(Θ),R(Θ)), where µ(Θ) is the M ×1 mean vector, and
R(Θ) is the M ×M covariance matrix. From the Schwarz inequality, the variance

of any unbiased estimator Θ̂ will satisfy: var(Θ̂i) ≥
[
FIM−1(Θ)

]
ii
which is known

as the CRB, where FIM(Θ) is the M ×M Fisher Information Matrix (FIM). For
i.i.d observations, the FIM is given by [6]:

[FIM(Θ)]i,j = −E

{
∂2 ln p(Y|Θ)

∂Θi∂Θj

}
= −

T∑

t=1

E

{
∂2 ln p(y(t)|Θ)

∂Θi∂Θj

}
, (3)

where Y = [y(1) . . . y(T )]. The likelihood function is given by: p(Y|Θ) =
T∏

t=1
p(y(t)|Θ), where

p(y(t)|Θ) =
1

πM det [R(Θ)]
exp

(
−(y(t)− µ(Θ))HR−1(Θ)(y(t)− µ(Θ))

)
.

A general expression of the FIM for circular Gaussian complex observations
can be deduced from [31], and [32]:

[FIM(Θ)]i,j = tr

(

R−1(Θ)
∂R(Θ)

∂Θi
R−1(Θ)

∂R(Θ)

∂Θj

)

+ 2ℜ

(

[

∂µ(Θ)

∂Θi

]H

R−1(Θ)
∂µ(Θ)

∂Θj

)

.

(4)
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Consequently, under H1, since y(t)|Θ ∼ CN (µ(Θ), σ2I) then (4) is reduced to

[FIM(Θ)]i,j = 2ℜ

([
∂µ(Θ)

∂Θi

]H
R−1(Θ)

∂µ(Θ)

∂Θj

)
.

And under H2, since y(t)|Θ ∼ CN (0,R(Θ)), then (4) is reduced to

[FIM(Θ)]i,j = tr

(
R−1(Θ)

∂R(Θ)

∂Θi
R−1(Θ)

∂R(Θ)

∂Θj

)
.

The parameters of interest are the azimuth, and elevation angles, i.e., the
vector Θ which are assumed deterministic. Therefore, the CRB, denoted C(Θ), is
a 2× 2 matrix which can be defined as:

C(Θ) = FIM(Θ)−1 =

[
Cθθ(Θ) Cθφ(Θ)
Cφθ(Θ) Cφφ(Θ)

]
, (5)

where, Cθθ, and Cφφ represent the CRBs of elevation, and azimuth, respectively.
Cθφ = Cφθ represents the coupling between parameters θ, and φ.

3 FIM expressions for a general 3D array

In this section, we will detail the CRB expressions under both the conditional,
and unconditional observation models.

3.1 Conditional observation model (H1 assumption)

Under H1, since the parameters only appear in the mean µ(Θ), i.e., R(Θ) is not
a function of Θ in this case, from Eqn. (4), the FIM can be simplified as follows:

[FIM(Θ)]i,j = 2ℜ

(
∂µ(Θ)H

∂Θi
R−1(Θ)

∂µ(Θ)

∂Θj

)
. (6)

In this case, the mean vector is given by: µ(Θ) = (IT ⊗ a(Θ))s, where ⊗ denotes
the Kronecker product, s denotes the source signal vector s = [s(1) . . . s(T )]T . The
covariance matrix is given by: R = σ2

nIMT . Therefore, (6) becomes:

[FIM(Θ)]i,j =
2||s||2

σ2
n

ℜ

(
∂a(Θ)

∂Θi

H ∂a(Θ)

∂Θj

)
, (7)

where i, j ∈ {1, 2}2, and Θ1 = θ, and Θ2 = φ, and where ||s||2 = sHs. The
derivation of the steering vector w.r.t. θ, and φ is

∂[a(Θ)]i
∂θ

=
2jπρi
λ

(cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)

×e(
2jπρi

λ
(sin θ sin ξi cos (φ−ϕi)+cos ξi cos θ)), (8)
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and

∂[a(Θ)]i
∂φ

=
2jπρi
λ

(− sin θ sin ξi sin (φ− ϕi)) e
( 2jπρi

λ
(sin θ sin ξi cos (φ−ϕi)+cos ξi cos θ)).

(9)
Then, (7) becomes




[FIM]1,1
CSNR

=
M∑
i=1

ρ2i (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)
2,

[FIM]2,2
CSNR

=
M∑
i=1

ρ2i (sin θ sin ξi sin (φ− ϕi))
2,

[FIM]1,2
CSNR

= −
M∑
i=1

ρ2i (sin θ sin ξi sin (φ− ϕi)) (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ) ,

(10)

where CSNR = 8π2||s||2
σ2

nλ
2 . And the determinant of the FIM is given by

det (FIM(Θ)) = [FIM]1,1 [FIM]2,2 − [FIM]1,2 [FIM]2,1 . (11)

3.2 Unconditional observation model (H2 assumption)

Under H2 assumption, since the parameters only appear in the covariance R(Θ),
from Eqn. (4), the FIM becomes:

[FIM(Θ)]i,j = tr

(
R−1(Θ)

∂R(Θ)

∂Θi
R−1(Θ)

∂R(Θ)

∂Θj

)
. (12)

Because R(Θ) = σ2
sIT ⊗ (a(Θ)aH(Θ))+σ2

nIMT , and from [33, eq. (39)], (12) can
be written as follows:

[FIM(Θ)]i,j =
2TMσ4

s

σ2
n(σ

2
n +Mσ2

s)

(

∂a(Θ)

∂Θi

H ∂a(Θ)

∂Θj
−

1

M

∂a(Θ)

∂Θi

H

a(Θ)a(Θ)H
∂a(Θ)

∂Θj

)

, (13)

where i, j = {1, 2}2. ∂a(Θ)
∂Θ1

= ∂a(Θ)
∂θ is given by Eqn. (8), and ∂a(Θ)

∂Θ2
= ∂a(Θ)

∂φ

is given by Eqn. (9). Then, (13) leads to (14), shown at the bottom of the page,

where USNR =
8π2TMσ4

s

σ2
nλ

2(σ2
n+Mσ2

s)
.

[FIM]1,1
USNR

=
M∑
i=1

ρ2i (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)
2

− 1
M

(
M∑
i=1

ρi (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)

)2

,

[FIM]2,2
USNR

=
M∑
i=1

ρ2i (sin θ sin ξi sin (φ− ϕi))
2 − 1

M

(
M∑
i=1

ρi sin θ sin ξi sin (φ− ϕi)

)2

,

[FIM]1,2
USNR

= −
M∑
i=1

ρ2i (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ) (sin θ sin ξi sin (φ− ϕi))

+ 1
M

M∑
i=1

ρi (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)
M∑
i=1

ρi sin θ sin ξi sin (φ− ϕi),

And the determinant of the FIM is given by (11). In order to simplify the
analysis of the general CRBs expressions, we will consider in the following sec-
tion the CRBs expressions in case of several 3D geometries arrays based on ULA
branches.
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4 Planar array + ULA orthogonal branch

(a) Orthogonal branch antenna, and
non orthogonal branch antenna
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(b) Cφφ w.r.t φ, with θ = 45◦
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(c) Cθθ w.r.t θ, with φ = 90◦

Fig. 2 Orthogonal branch versus non-orthogonal branch antenna.

In considering the combination of planar antenna, and the linear antenna
branch in order to make an 3D antenna, there are two cases: either orthogonal
branch or non-orthogonal branch. In order to analyze the impact of the array
branch position to the estimation performance of the antenna, let us consider a
numerical simulation about the DOA estimation performance of the antenna made
from an uniform circular antenna with 7 sensors, and an uniform linear branch
with 2 sensors (see Fig. 2.(a)). Let β denotes the angle between the branch and
the circular antenna plane. The inter-sensors spacing is a half-wavelength. We
then compare the estimation performance between the antenna with β = 90◦,
i.e., orthogonal branch, and the antenna with β = 45◦. Fig. 2.(b) shows the po-
lar representation of the CRB of azimuth w.r.t azimuth angle with the elevation



Title Suppressed Due to Excessive Length 9

(a) Planar array with an ULA orthogonal
branch

(b) Planar array with two symetric ULA or-
thogonal branches

Fig. 3 Planar extension array

angle, θ = 45◦. Fig. 2.(c) represents the polar representation of the CRB of el-
evation w.r.t elevation angle with the azimuth angle φ = 90◦. The smaller the
CRB is, the better estimation performance we have. One can observe that the an-
tenna with orthogonal branch is better in elevation estimation accuracy than the
non-orthogonal branch antenna. By several others simulations, and analyses, we
observe that the compromise about the DOA estimation performance between the
orthogonal and non-orthogonal branch antenna depend to the source position, i.e.,
the DOA. Consequently, we can not find the optimal branch position for the whole
field of source position. However, let us remind that the estimation performance
is strongly dependent on the aperture of the antenna. The larger the aperture an-
tenna is, the better will be the estimation accuracy. Therefore, in order to improve
the contribution of the 3rd dimension (Oz direction), we have to find the sensor
positioning maximizing the aperture of the antenna in the 3rd dimension for the
same aperture of the branch. It is clear that the orthogonal branch antenna is the
solution. Therefore, in this paper, we consider only the orthogonal branch antenna
case.

In this section, we consider an extension of an arbitrary planar array consisting
of N1 sensors when an (or two opposite) ULA orthogonal branch(es) are added.
The number of sensors located on the orthogonal branch(es) is denoted by N2.
Therefore, the total number of sensors is given by M = N1 +N2. Without loss of
generality, let us assume that the z axis is a ULA branch, while the xOy plane
coincides with the planar array. In order to analyze the impact of the third di-
mension to the estimation performance, let us denote ρk,i the distance of a sensor
to the origin where the index k = 1 means that the sensor is located on the plane
otherwise k = 2 means that the sensor is located on the orthogonal branch. For
this reason, ρ2,i represents the distance from the origin to a sensor located on the
orthogonal branch, and ρ1,i represents the distance from the origin to a sensor
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located on the plane xOy. Then, let us set:

S12 =
N1∑
i=1

ρ21,ie
2jϕi ,

S10 =
N1∑
i=1

ρ21,i,

S11 =
N1∑
i=1

ρ1,ie
jϕi ,

S13 =
N1∑
i=1

ρ1,i,

S20 =
M∑

i=N1+1

ρ22,i,

S23 =
M∑

i=N1+1

ρ2,i.

(14)

Note that the parameters Sk,i, with k ∈ {1, 2}, i ∈ {0, . . . , 3} depends only on the
array geometry.

4.1 Planar array with an ULA orthogonal branch

The antenna geometry is illustrated in Fig 3(a).

– Conditional observation model

Under H1, the CRB has the following compact expression (see A for the proof):

Cθθ =
2

CSNR

(
S10 −ℜ{S12e

−2jφ}
)

(
cos2 θ(S2

10 − |S12|2) + sin2 θS20 (2S10 − 2ℜ{S12e−2jφ})
) ,

Cφφ =
4

CSNR sin2 θ

[
1
2 cos2 θ

(
ℜ{S12e

−2jφ}+ S10

)
+ sin2 θS20

]
(
cos2 θ(S2

10 − |S12|2) + sin2 θS20 (2S10 − 2ℜ{S12e−2jφ})
) ,

Cθφ =
− cos θ

CSNR sin θ

ℑ{S12e
−2jφ}(

cos2 θ(S2
10 − |S12|2) + sin2 θS20 (2S10 − 2ℜ{S12e−2jφ})

) .(15)

– Unconditional observation model

The elements of the CRB is given by : Cij =
Numij

Den where i, j = {φ, θ}2. The
denominator of CRB is given by:

Den
(USNR)2 sin2 θ

= cos2 θ
4

((
S10 −

|S11|2
M

)2
−
∣∣∣S12 −

S2
11

M

∣∣∣
2
)

+ sin 2θ
2M S23

(
S10ℜ

{
e−jφS11

}
−ℜ

{
e−jφS12S

∗
11

})

+sin2 θS20

2

(
S10 −

|S11|2
M −ℜ

{
e−2jφ

(
S12 −

S2
11

M

)})

+sin2 θ
S2

23

2M

(
ℜ
{
e−2jφS12

}
− S10

)
.

(16)

The numerators of the CRB elements are given by:



Title Suppressed Due to Excessive Length 11

Numφφ

USNR
= cos2 θ

2

(
S10 −

|S11|2
M + ℜ

{
e−2jφ

(
S12 −

S2
11

M

)})

+sin2 θ
(
S20 −

S2
23

M

)
+ sin 2θS23

M ℜ
{
e−jφS11

}
,

Numθθ

USNR
= sin2 θ

2

(
S10 −

|S11|2
M −ℜ

{
e−2jφ

(
S12 −

S2
11

M

)})
,

Numθφ

USNR
= sin 2θ

4 ℑ
{
e−2jφ

(
S12 −

S2
11

M

)}
+ sin2 θS23

M ℑ
{
e−jφS11

}
.

(17)

The proof are shown in B.

4.2 Planar array with two symmetric orthogonal branches

If the antenna structure has two symmetric orthogonal branches in such a way
that the orthogonal branches centroid is located on xOy plane (see Fig. 3(b)),
then, a simpler CRB expression can be deduced for the unconditional model.

– Conditional observation model

In this case, the CRB has the same expressions as the previous antenna model
given in Eqn. (15).

– Unconditional observation model

Let N ′
2 be the number of sensors located on the opposite orthogonal branch. Hence,

the CRB expression can be deduced from the geometry described on Fig. 3(a) by
letting S23 = 0. This leads to:

Cφφ =

cos2 θ

(

S10− |S11|2
M

+ℜ
{

e−2jφ

(

S12−
S2
11
M

)})

2USNR sin2 θ
+ sin2 θS20

USNR sin2 θ


cos2 θ
4

((
S10 −

|S11|2
M

)2
−
∣∣∣S12 −

S2
11

M

∣∣∣
2
)

+S20 sin2 θ
2

(
S10 −

|S11|2
M −ℜ

{
e−2jφ

(
S12 −

S2
11

M

)})




,

Cθθ =

1
2USNR

(
S10 −

|S11|2
M −ℜ

{
e−2jφ

(
S12 −

S2
11

M

)})




cos2 θ
4

((
S10 −

|S11|2
M

)2
−
∣∣∣S12 −

S2
11

M

∣∣∣
2
)

+S20 sin2 θ
2

(
S10 −

|S11|2
M −ℜ

{
e−2jφ

(
S12 −

S2
11

M

)})




,

Cθφ =
− cos θ

2USNR sin θℑ
{
e−2jφ

(
S12 −

S2
11

M

)}




cos2 θ
4

((
S10 −

|S11|2
M

)2
−
∣∣∣S12 −

S2
11

M

∣∣∣
2
)

+S20 sin2 θ
2

(
S10 −

|S11|2
M −ℜ

{
e−2jφ

(
S12 −

S2
11

M

)})




. (18)

See C for the proof.

4.3 Planar array

Due to the fact that planar array (2D) is a particular case of a 3D array (N2 = 0),
the CRB for an arbitrary planar array are obtained by letting S20 = S23 = 0,
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which leads to the following equations. Under H1 assumption:

Cθθ =
2
(
S10 −ℜ{S12e

−2jφ}
)

CSNR cos2 θ(S2
10 − |S12|2)

,

Cφφ =
2
(
ℜ{S12e

−2jφ}+ S10

)

CSNR sin2 θ(S2
10 − |S12|2)

,

Cθφ = −
ℑ{S12e

−2jφ}

CSNR sin θ cos θ(S2
10 − |S12|2)

. (19)

and under H2 assumption, the CRB leads to the results of [20]:

Cφφ =
S10 −

|S11|2
M + ℜ

{
e−2jφ

(
S12 −

S2
11

M

)}

USNR
sin2 θ

2

((
S10 −

|S11|2
M

)2
−
∣∣∣S12 −

S2
11

M

∣∣∣
2
) ,

Cθθ =
S10 −

|S11|2
M −ℜ

{
e−2jφ

(
S12 −

S2
11

M

)}

USNR
cos2 θ

2

((
S10 −

|S11|2
M

)2
−
∣∣∣S12 −

S2
11

M

∣∣∣
2
) ,

Cθφ = −
ℑ
{
e−2jφ

(
S12 −

S2
11

M

)}

USNR
sin 2θ

4

((
S10 −

|S11|2
M

)2
−
∣∣∣S12 −

S2
11

M

∣∣∣
2
) . (20)

4.4 Analysis

4.4.1 Isotropy, and uncoupling properties

One of several interests from the obtained closed-form expressions of the CRB is
to design the array antenna in terms of isotropy, directivity, uncoupled parameters
estimation... An array antenna is called isotropic if it has an uniform estimation
accuracy, i.e., the CRB is not a function of the parameter of interest over the
whole field of view. The uncoupled property is a desired criterion to have azimuth,
and elevation estimation errors mutually independent, and hence, to avoid the
degradation of the CRB. In [1, 15, 16, 20], the isotropy condition, and uncoupled
parameters estimation for planar antenna was introduced. It showed that we can
achieve both isotropic, and uncoupled properties with some particular array ge-
ometry. In the literature, considering isotropic property, the CRB is used only for
the planar array as a criterion [8], [20], while mean square angular error (MSAE)
is used for studying 3D array [8]. The CRB closed-form expressions previously
derived are used here to find the array’s configuration where isotropic, and/or
uncoupled properties are attained.

– Conditional observation model

Because in both cases: single orthogonal branch, and two symmetric orthogo-
nal branches, we always have the same expression for the CRB under H1, the
isotropic, and uncoupling conditions in these cases are similar. From the definition
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of isotropy, and from Eqn. (15), both isotropic (only in terms of azimuth), and
uncoupling are obtained if

S12 = 0. (21)

Since S12 represents the sensors located on the plane xOy, we can deduce a crite-
rion for the sensors positioning which respects to Eqn. (21):





N1∑
i=1

ρ21,i cos 2ϕi = 0,

N1∑
i=1

ρ21,i sin 2ϕi = 0.

(22)

The L-shaped array extension is an example that can achieve criterion (22), and
it will be detailed in the next section.

– Unconditional observation model

For the planar antenna with a single symmetric orthogonal branch, from Eqn. (16),
and (17), isotropy, and uncoupled properties can be achieved if the following ex-
pressions are both satisfied: {

S12 = 0,
S11 = 0.

(23)

The expression S11 = 0 leads to:





N1∑
i=1

ρ1,i cosϕi = 0,

N1∑
i=1

ρ1,i sinϕi = 0,

(24)

i.e., the line containing the ULA branch must pass through the centroid of the
planar array. Some examples of the arrays satisfying condition (23) are shown in
Fig. 4.

Contrary to the single ULA orthogonal branch case, for the planar antenna with
two symmetric orthogonal branches, from Eqn. (18), isotropic, and uncoupling
estimation are met if

S12 =
S2
11

M
. (25)

It leads to the same solution of the planar arrays [20], where (23) is a particular
solution. Hence, the sensors positions located on the xOy plane must satisfy the
following criteria:





N1∑
i=1

ρ21,i cos 2ϕi =

(

N1
∑

i=1
ρ1,i cosϕi

)2

−
(

N1
∑

i=1
ρ1,i sinϕi

)2

M ,

N1∑
i=1

ρ21,i sin 2ϕi =
2
M

N1∑
i=1

ρ1,i cosϕi

N1∑
i=1

ρ1,i sinϕi.

(26)

An intuitive solution of (25) is given by S12 = S11 = 0 with some antenna models
shown in Fig. 4 (with two symmetric orthogonal axes).

From these analysis, we can conclude here:
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(a) Cross extension (b) Uniform circular extension

(c) Square extension

Fig. 4 Various 3D isotropic array satisfying (23)

– Under H1, by adding an orthogonal branch to the planar antenna, or under H2

with two symmetric branches added, the conditions of isotropy, and decoupling
do not change.

– However under H2, in the case where only one orthogonal branch is added, only
the particular solution S11 = S12 = 0 leads to the isotropy, and decoupling.

4.4.2 Conditional versus unconditional models

Intuitively, one can observe that the CRB expressions under H1 are generally more
compact than under H2. Surprisingly, by comparing Eqn. (15), (16), and (17) for
the 3D model, and Eqn. (19), and (20) for the planar antenna, it can be noted
that: the CCRB, and the UCRB can be expressed in the same term w.r.t the
sensors’ location, if the following condition is satisfied:

S11 = S23 = 0. (27)

In other words, the arrays will have the same behavior under both conditional,
and unconditional observation models if the two ULA branches are symmetric, and
the line containing these branches must pass through the centroid of the planar
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antenna. Moreover, by considering the ratio between CCRB, and UCRB for this
family of arrays:

UCRB

CCRB
=

CSNR

USNR
= 1 +

1

M
σ2

s

σ2
n

= 1 +
1

M × SNR
, (28)

it is clear that for a large number of sensors or a high signal to noise ratio, this
family of arrays has the identical estimation accuracy under both H1, and H2.
This is consistent with the results presented in [11].

4.5 Summary

From these aforementioned results , some remarks can be done:

– The analytic, and compact expressions of the CRB under both conditional,
and unconditional observation model for a family of 3D antenna arrays, and
arbitrary 2D antenna arrays are derived.

– The CRB of azimuth, and elevation of the 2D models are a cosine or a sine
function of the source elevation. This has been already noticed in [20] for the
unconditional case, but, to the best of our knowledge, was not known in the
conditional observation case. They vary in opposite ways: when the azimuth
CRB is minimum, the elevation CRB is maximum, and conversely. Moreover,
one can see that the CRBs of azimuth (respectively elevation) tends to infinity
when elevation tends to 0◦ (respectively 90◦). However, the CRB of elevation of
the 3D arrays is no longer a sine function of elevation, and has a finite value at
θ = 90◦. Consequently, the 3D arrays model overcomes the ambiguity problem
case of the 2D arrays.

– We found the conditions on the array geometry, with which we obtain the same
estimation accuracy under both H1, and H2 assumptions.

– The isotropic, and decoupling criterions are introduced. We found that, under
H1, adding an orthogonal branch to the planar array does not change the con-
ditions of isotropy, and decoupling. While under H2, depending to the number
of branches added (single branch or two symmetric branches), the conditions of
isotropy, and decoupling may be modified then leading to a particular solution.

5 Particular cases

In the previous Section, an array geometry consisting of a single orthogonal branch
(or two symmetric orthogonal branches) added to an arbitrary planar array has
been considered, and closed-forms expressions of CRB have been introduced. In
this Section, we will detail these CRB expressions for several important particular
cases of planar antennas, and their 3D extensions in order to simplify the an-
tenna design problem. These antenna array geometries have been widely studied
in several works but almost all of them are limited to the 2D geometry arrays. In
particular, the 3D extension of the V-shaped antenna array will be used here to
analyze the impact of the third dimension on the estimation accuracy.
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(a) V-shaped with an orthogonal branch (b) V-shaped with two orthogonal symmetric
branch

Fig. 5 V-shaped extension array

5.1 3D extension of the V-shaped array

First of all, we study the V-shaped array extension consisting of a 2D V-shaped
array made from two ULA branches separated by an angle denoted ∆, and from
one or two opposite ULA orthogonal branches (Fig. 5). Without loss of generality,
we assume that the V-shaped array is located on the xOy plane, while its ULA
orthogonal branch(es) coincide(s) with the z axis. The opening angle ∆ is used
as a degree of freedom to find the optimal geometry. Note that in [20], the V-
shaped 2D array has been studied only under the unconditional observation model.
Consequently, a condition on ∆ leading to an isotropic array when the number
of sensors M tends to infinity was found: (∆iso = 2arctan (1/2)). The authors
proved also that the V-shaped 2D array has better performance than the classical
uniform circular array for the same number of sensors.

Consequently, we here extend the work of [20] to the 3D case under both
conditional, and unconditional models. For this array, under both assumptions
H1, and H2, the parameters S12, S11, S10 can be expressed as:





S12 = S10 cos∆,

S11 = S13 cos
∆
2 ,

ℑ{S12e
−2jφ} = −S10 cos∆ sin 2φ,

ℜ{S12e
−2jφ} = S10 cos∆ cos 2φ,

ℜ{S11e
−jφ} = S13 cos

∆
2 cosφ,

ℑ{S11e
−jφ} = −S13 cos

∆
2 sinφ,

ℜ
{
e−2jφ

(
S12 −

S2
11

M

)}
=
(
S10 cos∆−

S2
13 cos2 ∆

2

M

)
cos 2φ,

ℜ{e−jφS12S
∗
11} = S10S13 cos∆ cos ∆

2 cosφ.

(29)

These parameters will be then applied into Eqn. (15), (16), (17), and (18) in order
to find closed-form expressions of the CRB of the V-shaped 3D array extension.
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5.1.1 V-shaped 2D array with an orthogonal branch

The geometry of this antenna model is presented in Fig. 5(a).

– Conditional observation model

The CRB is easily derived from Eqn. (15), and leads to

Cθθ =
2

CSNR

S10(1− cos∆ cos 2φ)(
S2
10 sin

2 ∆ cos2 θ + sin2 θ2S10S20(1− cos∆ cos 2Φ)
) ,

Cφφ =
4

CSNR sin2 θ

(
1
2 cos2 θS10(cos∆ cos 2φ+ 1) + sin2 θS20

)
(
S2
10 sin

2 ∆ cos2 θ + sin2 θ2S10S20(1− cos∆ cos 2Φ)
) ,

Cθφ =
1

CSNR tan θ

S10 cos∆ sin 2φ(
S2
10 sin

2 ∆ cos2 θ + sin2 θ2S10S20(1− cos∆ cos 2Φ)
) . (30)

– Unconditional observation model

By applying Eqn. (29) into Eqn. (16), and (17), the CRB is given by: Cij =
Numij

Den
where (i, j) = {θ, φ}, and where the denominator Den is given by

Den

(USNR)2 sin
2 θ

= cos2 θS10

(
S10 sin

2 ∆

4
+

S2
13 cos

2 ∆
2

2M
(cos∆− 1)

)

+
sin 2θS23S10S13

2M
cos

∆

2
(1− cos∆) cosφ

+sin2 θ cos 2φ

(
S2
23S10 cos∆

2M
−

S20

2

(
S10 cos∆−

S2
13 cos

2 ∆
2

M

))

+sin2 θ

(
S20S10

2
−

S20S
2
13 cos

2 ∆
2

2M
−

S10S
2
23

2M

)
. (31)

and where the numerators are given by

Numφφ

USNR
= cos2 θ

(
S10

2
−

S2
13 cos

2 ∆
2

2M

)
+ sin2 θ(S20 −

S2
23

M
)

+
cos2 θ cos 2φ

2

(
S10 cos∆−

S2
13 cos

2 ∆
2

M

)

+
1

M
sin 2θS23S13 cos

∆

2
cosφ,

Numθθ

USNR
= sin2 θ

(
S10

2
−

S2
13 cos

2 ∆
2

2M

)
−

sin2 θ cos 2φ

2

(
S10 cos∆−

S2
13 cos

2 ∆
2

M

)
,

Numθφ

USNR
= −

sin 2θ

4
sin 2φ

(
S10 cos∆−

S2
13 cos

2 ∆
2

M

)
−

sin2 θ

M
S23S13 cos

∆

2
sinφ.

(32)

The analysis of these expressions will be detailed in the next section.
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5.1.2 V-shaped 2D array with two symmetric orthogonal branches

The geometry of this antenna model is presented in Fig. 5(b).

– Conditional observation model

The expressions of CRB under H1 are the same as Eqn. (30).

– Unconditional observation model

Similarly to the above section, if the 3D array is built from a planar array,
and two orthogonal symmetric branches (Fig. 5(b)), by applying Eqn. (29) into
Eqn. (18), we have a more compact CRB expressions given by:

Cφφ =

cos2 θ

(

S10
2

− S2
13 cos2 ∆

2
2M

)

+sin2 θS20+
1
2
cos2 θ cos 2φ

(

S10 cos∆−S2
13 cos2 ∆

2
M

)

USNR sin2 θ
S10 cos

2 θ
(

S10 sin2 ∆
4 +

S2
13 cos2 ∆

2
(cos∆−1)

2M

)

−S20 sin
2 θ
(
cos 2φ

(
S10 cos∆−

S2
13 cos2 ∆

2

M

)
−
(

S10

2 −
S2

13 cos2 ∆
2

2M

))




,

Cθθ =

S10− 1
M

S2
13 cos2 ∆

2
−cos 2φ

(

S10 cos∆−S2
13 cos2 ∆

2
M

)

2USNR
S10 cos

2 θ
(

S10 sin2 ∆
4 +

S2
13 cos2 ∆

2
(cos∆−1)

2M

)

−S20 sin
2 θ
(
cos 2φ

(
S10 cos∆−

S2
13 cos2 ∆

2

M

)
−
(

S10

2 −
S2

13 cos2 ∆
2

2M

))




,

Cθφ =

sin2 θ cos θ sin 2φ

(

S10 cos∆−S2
13 cos2 ∆

2
M

)

2USNR
S10 cos

2 θ
(

S10 sin2 ∆
4 +

S2
13 cos2 ∆

2
(cos∆−1)

2M

)

−S20 sin
2 θ
(
cos 2φ

(
S10 cos∆−

S2
13 cos2 ∆

2

M

)
−
(

S10

2 −
S2

13 cos2 ∆
2

2M

))




.

(33)

These expressions concerning the V-shaped 3D array under conditional, and
unconditional observation models will be analyzed in the next section.

5.2 L-shaped 3D array extension

We call ”L-shaped 3D array extension” a particular case of the V-shaped 3D array
where the parameter ∆ is fixed to be ∆ = π

2 . The L-shaped (2D) array has already
been studied in [29] where it is shown that the L-shaped (2D) array is 37% better
in terms of estimation accuracy than the cross array. Without loss of generality,
let us suppose that the three branches of the array coincides with the coordinate
system axes (see Fig. 6(a)).
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(a) L-shaped 3D array extension (b) 3D uniform angular array

Fig. 6 Orthogonal arrays

5.2.1 Conditional observation model

Under H1, expression (30) leads to

Cθθ =
2

CSNR(S10 cos2 θ + 2S20 sin2 θ)
,

Cφφ =
2

CSNRS10 sin2 θ
,

Cθφ = 0. (34)

We can notice that, in this case, the parameters θ, and φ are decoupled. The
CRB becomes very compact.
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5.2.2 Unconditional observation model

Under H2, by letting ∆ = 90◦, Eqn. (31), and (32) become

Cφφ =

(

cos2 θ

(

S10
2

− S2
13(cos 2φ+1)

4M

)

+sin2 θ(S20−
S2
23
M

)+ 1
M

√
2
sin 2θ cosφS23S13

)

USNR sin2 θ
S10 cos

2 θ
(

S10

4 −
S2

13

4M

)
+ S23S10S13 cosφ sin 2θ

2
√
2M

− 1
4M sin2 θ cos 2φS20S

2
13 + sin2 θ

(
S20S10

2 −
S20S

2
13

4M −
S10S

2
23

2M

)



,

Cθθ =

1
2USNR

(
S10 +

1
2M S2

13(cos 2φ− 1)
)


S10 cos

2 θ
(

S10

4 −
S2

13

4M

)
+ S23S10S13 cosφ sin 2θ

2
√
2M

− 1
4M sin2 θ cos 2φS20S

2
13 + sin2 θ

(
S20S10

2 −
S20S

2
13

4M −
S10S

2
23

2M

)



,

Cθφ =

1√
2MUSNR sin2 θ

(
1

4
√
2
S2
13 sin 2θ sin 2φ− sin2 θ sinφS23S13

)


S10 cos

2 θ
(

S10

4 −
S2

13

4M

)
+ S23S10S13 cosφ sin 2θ

2
√
2M

− 1
4M sin2 θ cos 2φS20S

2
13 + sin2 θ

(
S20S10

2 −
S20S

2
13

4M −
S10S

2
23

2M

)



.

(35)

5.3 3D uniform angular array

A natural variant of ”L-shaped 3D extension array”, presented in Fig. 6(b), can
be considered. This array is called 3D uniform angular antenna array (UAA).
In [17], the UAA has been proved that it minimizes the CRB for the case of source
position’s estimation. Thanks to its special structure, which is totally symmetric,
its CRB becomes more compact due to the fact that S11 = S12 = S13 = S23 = 0,
so we obtain:

5.3.1 Conditional observation model

The CRB is the same as Eqn. (34).

5.3.2 Unconditional observation model





Cφφ = 2
USNRS10 sin2 θ

,

Cθθ = 2
USNR(S10 cos2 θ+2S20 sin2 θ)

,

Cθφ = 0.

From Eqn. (34), and (36), we observe that under H1, and H2, the CRB of the
UAA has identical expressions except the terms CSNR under H1, and USNR under
H2. Therefore, we conclude that the UAA has the similar behaviors under both
conditional, and unconditional observation assumptions.

Moreover, if we choose the array structure such as S20 = S10

2 , i.e., the number

of sensors of the six branches are equal, or N2 = N ′
2 = N1−1

4 , then the CRB of
elevation is independent to both the azimuth, and elevation, i.e., to DOA.
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5.4 Analysis

In this Section, the aforementioned results for the particular antenna models are
analyzed in order to find the isotropy, uncoupling condition, and also to compare
their behavior under the conditional, and unconditional assumptions.

5.4.1 Isotropy, and uncoupling properties

In this case, our purpose is to find the value of the degree of freedom ∆iso with
which, the V-shaped extension arrays attain isotropy, and/ or decoupling.

– Conditional observation model

The condition of isotropy, and decoupling (21) leads Eqn. (30) to ∆iso = 90◦ for
both V-shaped with a single orthogonal branch or with two symmetric orthogonal
branches antenna. It can be noted that this case is in contradiction with the results
mentioned in [20] for the unconditional model, and 2D array, and with the results
obtained below.

– Unconditional observation model

Concerning the V-shaped array with an orthogonal branch, from condition (23),
the isotropic property is achieved if S11 = 0 is satisfied, i.e., the line containing
the ULA branch must pass through the centroid of the planar antenna. Given the
fact that the line containing the ULA branch does not pass through the centroid
of the planar part of the V-shaped 3D extension, therefore, there does not exist
any value of ∆ satisfying the isotropic condition.

Concerning the V-shaped array with two symmetric orthogonal branches, from

Eqn. (33), and (25), we can see that ∆iso is the solution of equation S12−
S2

11

M = 0.
Consequently, depending on the method used to make the branches of the antenna
array (ULA, minimum redundancy [34], D-optimal [35], etc.) we might obtain
different values of ∆iso. In the case where the antenna array is made from ULA,
then from (26), it easily leads to:

∆iso = arccos

(
3(N2

1 − 1)

8MN1 − 3N2
1 + 3

)
. (36)

Let us set the positive α = N1

M ≤ 1. The value of α associated to a planar an-
tenna will be equal to 1, while that one associated to a 3D antenna array is strictly

lower than 1. Then, ∆iso can be expressed as ∆iso = arccos
(

3(α2−1/M2)
8α−3α2+3/M2

)
. We

are interested also to define the range of ∆iso w.r.t. α in this case. It is clear that:

If α → 1, and M ≫ 1 ⇒ ∆iso ≃ arccos ( 35 ) = 53.13◦

If α → 0, and M ≫ 1 ⇒ ∆iso ≃ arccos (0) = 90◦
(37)

In Fig. 7, when α tends to 0, i.e, the number of sensors located on the orthog-
onal axis is much larger than the number of sensors located on the planar array,
then, the value of ∆iso tends to 90◦. On the contrary, if α tends to 1, i.e, the
number of sensors located on the planar array is much larger than those located
on the orthogonal axis, then, the value of ∆iso tends to arccos (3/5). In particular,
in the case where α = 1, we obtain exactly the same result (∆iso = 53.13◦) for the
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Fig. 7 Variation of ∆iso w.r.t. α with M = 1000.

planar antenna array as in [20]. Therefore, ∆iso in this case will vary from 53.13◦

to 90◦.
A remark can be done here that under H2, adding two symmetric orthogo-

nal branches does not modify the conditions of isotropic, and decoupling (S12 =
S2
11/M) w.r.t the planar array, but it changes the arrangement of the sensors

located on the planar part because of the intervention of N2 to S12, and S11.

5.4.2 Conditional versus unconditional models

Since the V-shaped 3D extension array does not satisfy condition (27) because
the the line containing the ULA branch does not pass through the centroid of the
planar part of the antenna, then it is impossible to find an optimal value of ∆,
with which, the CCRB, and the UCRB have the same expressions. The CCRB in
this case is always more compact than the UCRB. Contrary to the V-shaped 3D
extension array, the 3D UAA satisfies well condition (27), therefore the UCRB,
and CCRB will have the identical compact expression at high SNR or for a large
number of sensors.

5.5 Summary

Thanks to the degree of freedom ∆ of the V-shaped family arrays, the analysis of
the impact of the array geometry on the estimation performance is simplified. We
here can make some remarks:

– In almost cases, CCRB has a more compact expression than UCRB.
– Under H1, the value of ∆iso is constant (∆iso = 90◦), while it takes a range of

values under H2, depending to the antenna array configuration. In particular,
when α = 1, we find the same results (∆iso = 53.13◦) for the V-shaped (2D)
antenna as in [20].
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– The 3D uniform angular array has several advantages: isotropy, uncoupling,
minimization of the CRB in case of the source position’s location using TDOA
method, and the same estimation accuracy under both the H1 or H2 assump-
tions.

6 Comparison of the estimation accuracy

In this section, we will use the closed form expressions of the CRB calculated in the
previous section to compare the estimation performance between the above studied
arrays with other classical arrays. In order to simplify the array design problem,
we only consider the behavior of the CRB of the V-shaped antenna array and its
3D extension. Its closed form CRB will be analyzed w.r.t. the opening angle ∆. For
the simulation, all branches of the antenna array being 2D (two branches) either
3D (three branches or four branches) are made from ULAs with the inter-sensor
space of half the wavelength. The simulations are performed with a signal to noise
ratio equal to 10 dB and a number of snapshots T = 100.

6.1 Comparison of the estimation performance between the V-shaped 3D
extension antenna array and the planar circular antenna array

We here compare the estimation performance between the V-shaped antenna array
with an isotropic classic antenna: the uniform circular antenna (UCA). For this
comparison, the antenna arrays will have the same number of sensors. The sensors
of UCA are half-wavelength inter-element spaced, thus, the value of its radius is
given by r = λ

4 sin π
M

. Figs. 8 and 9 represent respectively the CRB of azimuth

and elevation normalized by the CRB of the UCA (Cθθ/C
(UCA)
θθ , Cφφ/C

(UCA)
φφ )

w.r.t. the aforementioned coefficient α, at the opening angle ∆ = 60◦ and at the
elevation θ = 45◦ under both conditional and unconditional observation models.

– Conditional observation model

In Fig 9(a), the accuracy concerning the elevation estimation of the V-shaped
antenna is always lower, i.e., better than the UCA. In Fig 8(a), it is shown that
the performance concerning the azimuth estimation is strictly linked to the number
of sensors located on the orthogonal branch, i.e., on the coefficient α. We observed
that when the ratio α varies, the estimation performance concerning azimuth and
elevation varies differently. When the one improves, the other deteriorates. For the
value of α close to 1, i.e., almost of the sensors located on the planar antenna, the
estimation accuracy in terms of both the azimuth and elevation of the V-shaped
family is better than the one of the UCA.

– Unconditional observation model

Figs. 8(b) and 9(b) show that the performance concerning estimation of both
azimuth and elevation are strongly dependent on the number of sensors located
on the orthogonal branch, i.e., the coefficient α. The link between α and the CRB
under H2 is more complicated than under H1. When α decreases, then the CRB
concerning azimuth estimation deteriorates, while the CRB concerning elevation
estimation varies differently according to the DOA: it improves in some zone of
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Fig. 8 Polar representation of the normalized CRB of azimuth for all values of azimuth angle,
with different values of α, ∆ = 60◦, and θ = 45◦. The array has a single orthogonal branch.

DOA while worsens in the other zones. For the value of α close to 1, the V-shaped
family performs better in terms of both azimuth and elevation estimation than
the UCA.

6.2 Comparison of the estimation performance of the isotropic antennas

We are interested in considering the case where our array attains the isotropic and
uncoupling properties. We here compare the V-shaped isotropic array (∆iso = π

2

underH1 and∆iso = arccos
(

3(α2−1/M2)
8α−3α2+3/M2

)
underH2) with the classical isotropic

UCA. As mentioned in the previous section, under H2, the 3D V-shaped extension
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Fig. 9 Polar representation of the normalized CRB of elevation for all values of azimuth angle,
with different values of α, ∆ = 60◦, and θ = 45◦. The array has a single orthogonal branch.

array becomes an isotropic array if there are two symmetric orthogonal branches.
Therefore, under H1, a 3D V-shaped array with a single orthogonal branch is used
while under H2, a 3D V-shaped array with two symmetric orthogonal branches is
used. We consider the ratioKC(M) (underH1) orKU (M) (underH2) between the
CRB concerning the estimation of the azimuth of a family of V-shaped isotropic

arrays and the UCA array. Thus, we have KC(M) = KU (M) =
C2D

φφ

CUCA
φφ

if α = 1

and KC(M) = KU (M) =
C3D

φφ

CUCA
φφ

if α < 1. Therefore, this fraction shows the gain

in estimation of azimuth accuracy of the family of V-shaped arrays w.r.t. to the
UCA array.
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Fig. 10 Fraction K(M) in term of the number of sensors M

– Conditional observation model

From (34), the ratio of CRB concerning azimuth of these antenna arrays is given
by:

KC(M) = 3
α(α2M2−1) sin2 π

M

.

If αM >> 1 → KC(M) = 3
π2α3 .

(38)

We can say that the V-shaped antenna array is better than the UCA array in
terms of the estimation of azimuth if and only if the fraction KC(M) is smaller
than 1. Fig. 10(a) shows that the 3D V-shaped isotropic antenna array is better
than UCA array provided that the value of α satisfies: 0.76 < α < 1 and M > 6.
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– Unconditional observation model

From (33), after some calculations, the ratio KU (M) is given by:

KU (M) = 3(8αM2−3α2M2+3)
sin2 π

M
α(α2M2−1)(8αM2−6α2M2+6)

.

If αM >> 1 → KU (M) = 3(8−3α)
α3(8−6α)π2 .

(39)

Fig. 10(b) shows that the 3D V-shaped isotropic antenna array is better than the
UCA array if: 0.84 < α < 1 and M > 7.

Table 1 ’The azimuth estimation performance gain of 3D V-shaped isotropic antenna ac-
cording to UCA’

α 1 0.9 0.8 0.7 0.6
H1 assumption 0.6959 0.5829 0.4060 0.1133 -0.4081
H2 assumption 0.2399 0.1498 -0.0393 -0.3765 -0.9838

Tab. 1 shows the value of 1 −KU (M) and 1−KC(M) w.r.t. α. These values
represent the gain concerning the azimuth estimation of the 3D V-shaped isotropic
antenna array to the UCA array for a large number of sensors. We here want to
find the value of α, with which 1 − KC(M) > 0 under H1 or 1 − KU (M) > 0
under H2 i.e., the 3D V-shaped antenna array has the better azimuth estimation
accuracy than the UCA array. Under both H1 and H2 assumption, it is clear that,
for all α > 0.85, the 3D V-shaped isotropic array is always better than the UCA.
Moreover, if α = 1 then the azimuth estimation accuracy of the V-shaped isotropic
planar array is at least 20% better than the UCA array.

6.3 Comparison of the estimation performance between 2D and 3D antenna
arrays

In the following, we compare the performance of estimation between the 3D and
2D arrays. The V-shaped 2D antenna array has M = 7 sensors (one at the origin
with three other sensors on each branch). The V-shaped 3D extension antenna
array consisting of a single orthogonal branch is made also from M = 7 sensors
(one at the origin and two sensors on every three branches). It should be noted
that taking some sensors from the planar array of the 2D antenna array to make
the 3D antenna array will decrease the aperture and hence, reduce its performance.
Therefore, using non ULA such as minimum redundancy, D-optimal, etc. instead
of using ULA can maintain the aperture and also, the performance.

Fig. 11 shows the behaviors of C3D
θθ , C3D

φφ , C2D
θθ , C2D

φφ in terms of the opening
angle ∆ varying from 0◦ to 90◦ under H1 and H2, and at φ = 20◦ and θ = 70◦.
This is the scenario where the source is close to the plane of the array. Under both
two assumptions, for the estimation of elevation, θ, we can see that the 3D antenna
array has always the better performance compared to the 2D antenna. However,
concerning the azimuth estimation, the 3D array only has better performance than
the 2D array if ∆ < 20◦ under H1 or ∆ < 12◦ under H2.

Fig. 12 shows the same curves, but values of φ and θ are respectively equal
to 50◦ and 30◦. This is the scenario where the source is far from the plane of the
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Fig. 11 The behavior of C3D
θθ , C2D

θθ , C3D
φφ and C2D

φφ normalized by the CRB of the UCA

according to ∆ at φ = 20◦ and θ = 70◦

antenna array. In this case, for both H1 and H2 assumptions, it should be better,
contrary to intuition, to choose the 2D antenna array over a limited opening angle
obtained numerically by solving max (C3D

φφ = C2D
φφ , C3D

θθ = C2D
θθ ) as a function of

∆.

Finally, by an exhaustive research over all three parameters: elevation, azimuth
and opening angle, we found that concerning the elevation estimation, the 3D
antenna array is always the better than the 2D antenna if the elevation is larger
than a certain threshold θ0.
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Fig. 12 The behavior of C3D
θθ , C2D

θθ , C3D
φφ and C2D

φφ normalized by the CRB of the UCA

according to ∆ at φ = 50◦ and θ = 30◦

– Conditional observation model

We can prove in this case that the threshold θ0 is about 62.2◦ by solving

C3D
θθ

C2D
θθ

< 1 ⇔ θ > arctan
√

max
∆,φ

{Γ}, (40)

where Γ =
sin2 ∆((M2−1)−α(α2M2−1))

(1−cos∆ cos 2φ)4(1−α)((1−α)M+1)(2(1−α)M+1) , α = N1

M = 5
7 ,M = 7, θ ∈

[0◦, 90◦], ∆ ∈ (0◦, 180◦), φ ∈ [0◦, 360◦].



30 Dinh Thang VU et al.

– Unconditional observation model

By numerical calculus, in the case where α = 5/7 and M = 7, we obtain the
threshold θ0 ≃ 65◦.

7 Conclusion

In this paper, we derived the closed form expressions of the CRB for the esti-
mation of azimuth and elevation of a far field, single source in both conditional
and unconditional observation models where a planar array or its 3D extension
is used. The 3D array extension here is made by adding one or two orthogonal
branches to an arbitrary planar array. These CRB closed form expressions are
used here as a useful tool in order to find the isotropy, uncoupling conditions, and
the contribution of the third dimension to the estimation accuracy and also to
introduce a comparison between conditional and unconditional observation mod-
els. Consequently, we showed that the 3D array overcomes the ambiguity problem
of the planar (2D) array. Moreover, we found that there exists a family of array
geometries with which the CRB can be expressed in the same term under both con-
ditional and unconditional assumptions. Furthermore, at high signal to noise ratio
or with a large number of sensors, the CRB expressions under the two assump-
tions become identical. In the following step, the CRB closed form expressions
are then applied into several particular well-known array geometries such as: the
V-shaped/ L-shaped array 3D extension, the uniform angular array. It is shown
that the isotropy and uncoupling conditions of the 3D array under conditional
and unconditional assumptions are different from each other. In particular, for the
V-shaped arrays family, under the unconditional observation model, the opening
angle ∆iso depends on the number of sensors located on the orthogonal branches
while ∆iso = 90◦ is the desired value under the conditional assumption. Finally,
through several simulations, we conclude that the performance of estimation of
the 3D array strongly depends on the rate between the number of sensors located
on the orthogonal branches and the total number of sensors (α). When this rate
varies, the estimation concerning azimuth and elevation varies differently. In the
other hand, by choosing a suitable rate (α close to 1), the 3D array has the better
performance than the classical UCA concerning both azimuth and elevation esti-
mation for the same number of sensors. It should be noted that, for a constant
number of sensors, adding the 3D branch will decrease the aperture of the antenna,
therefore, deteriorate the estimation performance.

Appendix

A Proof of Eqn. (15)

Let us note that the sensors located on the xOy plane are such that ξi =
π
2
, while the sensors

located on the orthogonal axe are such that ξi = 0. After some calculation, from (7), it easy
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to obtain the elements of the Fisher Information Matrix:

[FIM(Θ)]11

CSNR
=

M
∑

i=1

ρ2i (cos θ sin ξi cos (φ − ϕi) − cos ξi sin θ)2

=

N1
∑

i=1

ρ21,i cos
2 θ cos2 (φ− ϕi) +

M
∑

i=N1+1

ρ22,i sin
2 θ

=
cos2 θ

4

(

e2jφS∗
12 + e−2jφS12 + 2S10

)

+ sin2 θS20

=
1

2
cos2 θ

(

ℜ{e−2jφS12}+ S10

)

+ sin2 θS20, (41)

[FIM(Θ)]22

CSNR
=

M
∑

i=1

ρ2i (sin θ sin ξi sin (φ− ϕi))
2

= sin2 θ

N1
∑

i=1

ρ21,i sin
2 (φ− ϕi)

= −
sin2 θ

4

(

e2jφS∗
12 + e−2jφS12 − 2S10

)

= −
1

2
sin2 θ

(

ℜ{e−2jφS12} − S10

)

, (42)

and

[FIM(Θ)]12

CSNR
= −

M
∑

i=1

ρ2i sin θ sin ξi sin (φ− ϕi) (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)

= − sin θ cos θ

N1
∑

i=1

ρ21,i sin (φ− ϕi) cos (φ− ϕi)

= −
1

8j
sin 2θ

(

e2jφS∗
12 − e−2jφS12

)

=
1

4
sin 2θℑ{e−2jφS12}. (43)

The FIM determinant is given by:

det [FIM(Θ)]

C2
SNR

= [FIM(Θ)]11[FIM(Θ)]22−[FIM(Θ)]12[FIM(Θ)]21
C2

SNR

=
(

cos2 θ
4

(

e2jφS∗
12 + e−2jφS12 + 2S10

)

+ sin2 θS20

)(

− sin2 θ
4

(

e2jφS∗
12 + e−2jφS12 − 2S10

)

)

−
(

− 1
8j

sin 2θ
(

e2jφS∗
12 − e−2jφS12

)

)2

= sin2 2θ
64

(

4S2
10 −

(

e2jφS∗
12 + e−2jφS12

)2
)

− sin4 θ
4

S20
(

e2jφS∗
12 + e−2jφS12 − 2S10

)

+ sin2 2θ
64

(

e2jφS∗
12 − e−2jφS12

)2

= sin2 2θ
64

(

4S2
10 − 4|S12|2

)

+ sin4 θ
4

S20
(

2S10 − 2ℜ{e−2jφS12}
)

= sin2 θ
4

(

cos2 θ(S2
10 − |S12|2) + 2 sin2 θS20

(

S10 − ℜ{e−2jφS12}
))

.

(44)
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B Proof of Eqn. (16) and Eqn. (17)

In the same way as for conditional case, from (13), we have

[FIM(Θ)]1,1
USNR

=

=
M
∑

i=1
ρ2i (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)2

− 1
M

(

M
∑

i=1
ρi (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)

)2

= cos2 θ
N1
∑

i=1
ρ21,i cos

2 (φ− ϕi) + sin2 θ
M
∑

i=N1+1
ρ22,i

− 1
M

(

cos θ
N1
∑

i=1
ρ1,i cos (φ− ϕi)− sin θ

M
∑

i=N1+1
ρ2,i

)2

= 1
4
cos2 θ

(

S12e
−2jφ + S∗

12e
2jφ + 2S10

)

+ sin2 θS20

− 1
M

(

cos2 θ
4

(

S2
11e

−2jφ + S2∗
11e

2jφ + 2|S11|2
)

+sin2 θS2
23 − sin 2θ

2

(

S11e
−jφ + S∗

11e
jφ
)

S23

)

= 1
2
cos2 θ

(

S10 − |S11|2
M

+ℜ

{

e−2jφ

(

S12 −
S2
11
M

)})

+sin2 θ

(

S20 −
S2
23
M

)

+ sin 2θ
M

S23ℜ{e−jφS11},

(45)

[FIM(Θ)]2,2
USNR

=
M
∑

i=1
ρ2i sin

2 θ sin2 ξi sin
2 (φ− ϕi)−

1
M

(

M
∑

i=1
ρi sin θ sin ξi sin (φ− ϕi)

)2

= sin2 θ
N1
∑

i=1
ρ2p,i sin

2 (φ− ϕi)−
sin2 θ
M

(

N1
∑

i=1
ρ1,i sin (φ− ϕi)

)2

= − 1
4
sin2 θ

(

e−2jφS12 + e2jφS∗
12 − 2S10

)

+ sin2 θ
4M

(

e2jφS2∗
11 + e−2jφS2

11 − 2|S11|2
)

= 1
2
sin2 θ

(

S10 −
|S11|2

M
− ℜ

{

e−2jφ

(

S12 −
S2
11
M

)})

,

(46)

and

[FIM(Θ)]1,2
USNR

= −
M
∑

i=1
ρi sin θ sin ξi sin

2 (φ− ϕi) (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)

+ 1
M

M
∑

i=1
ρi (cos θ sin ξi cos (φ− ϕi)− cos ξi sin θ)

M
∑

i=1
ρi sin θ sin ξi sin (φ − ϕi)

= − sin θ cos θ
N1
∑

i=1
ρ21,i sin (φ− ϕi) cos (φ − ϕi)

+ 1
M

sin θ

(

cos θ
N1
∑

i=1
ρ1,i cos (φ− ϕi)− sin θ

M
∑

i=N1+1
ρ2,i

)

N1
∑

i=1
ρ1,i sin (φ− ϕi)

= − sin θ cos θ
4j

(

e2jφS∗
12 − e−2jφS12

)

+ sin θ
2jM

(

1
2
cos θ(ejφS11 + e−jφS∗

11)− sin θS23

) (

ejφS∗
11 − e−jφS11

)

= sin θ cos θ
2

ℑ

{

e−2jφ

(

S12 −
S2
11
M

)}

+ sin2 θ
M

S23ℑ
{

e−jφS11
}

.

(47)



Title Suppressed Due to Excessive Length 33

The FIM determinant is given by:

det [FIM(Θ)]

U2
SNR

=
[FIM(Θ)]1,1[FIM(Θ)]2,2−[FIM(Θ)]1,2[FIM(Θ)]2,1

U2
SNR

=
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1
2
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M
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{
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∣
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∣
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(
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(
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(
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(
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(
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.

(48)

C Proof of Eqn. (18)

Note that the sensors located on the xOy plane are such that ξi =
π
2
, while the sensors located

on the first orthogonal axe have ξi = 0, and the sensors located on the second orthogonal axe
are such that ξi = π. In the same way as we prove Eqn. (16) and (17), with the assumption
that the two orthogonal branches are symmetric, it leads to:

N2
∑

i=1

ρ2,i cos ξi =

N2
2
∑

i=1

ρ2,i cos 0 +

N2
∑

i=
N2
2

+1

ρ2,i cos π =

N2
2
∑

i=1

ρ2,i −

N2
∑

i=
N2
2

+1

ρ2,i = 0. (49)

Finally it is easy obtain (18) from Eqn. (16) and (17) by letting S23 = 0.
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