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Distributed Adaptive Sensor Fault Tolerant Control for Smart Buildings

Panayiotis M. Papadopoulos, Vasso Reppa, Marios M. Polycarpou and Christos G. Panayiotou

Abstract—This paper presents a model-based distributed fault-tolerant control (FTC) scheme with emphasis on compensating the effects of sensor faults in multi-zone heating, ventilating and air-conditioning (HVAC) systems. A bank of local adaptive FTC agents are designed to accommodate possible sensor faults in HVAC systems, modeled as a set of interconnected, nonlinear subsystems. In order to compensate the fault effects that may propagate in the neighboring subsystems, each local FTC utilizes the information generated by a local monitoring agent that diagnoses the sensor faults and performs an adaptive estimation of the isolated sensor faults. The local monitoring and control agents are allowed to exchange information with neighboring agents. Simulation results are used to illustrate the effectiveness of the proposed methodology applied to a seven-zone HVAC system.

I. INTRODUCTION

In recent years, there has been significant technological activity in the development of smart buildings, which have emerged based on the need to monitor and control the indoor living conditions and safety of the occupants, as well as the energy consumption of large-scale buildings. One of the most essential elements of a smart building, is the heating, ventilating and air-conditioning (HVAC) system. A HVAC can be regarded as a large-scale complex network of interconnected subsystems that consist of several electrical and mechanical components, as well as a large number of sensors. During its operational life, the HVAC components may be impacted by faults, which constitute a key reason for increases in energy consumption due to performance degradation of the system, while they may also lead to uncomfortable conditions for the occupants.

Taking into account the interconnected characteristics of HVAC systems, the early diagnosis and accommodation of faults is critical, since local fault effects may propagate from a local subsystem to neighboring subsystems either through the physical interconnections or through the distributed control scheme. To tackle this problem, the implementation of a fault tolerant control (FTC) scheme [1] is required. Several researchers have developed nominal feedback control [2], [3] and FTC [4], [5] techniques for HVAC systems following centralized approaches. However, in many practical applications involving large-scale buildings distributed FTC schemes are more effective since by handling the occurrence of faults locally and exchanging information between neighboring subsystems and local control agents, the delay in fault diagnosis and estimation can be reduced, facilitating the early compensation of faults effects. Nevertheless, there are very few distributed FTC schemes for HVAC systems in the literature (see, for example, [6]).

In previous work [7], the authors have developed an observer-based distributed sensor fault diagnosis scheme with emphasis on the isolation of multiple sensor faults affecting separated building zones (not interconnected) and the electromechanical part of the HVAC system. In [6], an adaptive approximation methodology was used to generate virtual signals of faulty sensors. In more recent work [8], the authors have designed a distributed adaptive estimation scheme for detecting and isolating sensor faults in a HVAC system of a network of interacting building zones, however the fault accommodation (FA) problem was not addressed.

The main contribution of this work is the design of a distributed active FTC scheme for compensating the effects of sensor faults that impact the operation of a HVAC system with multiple, possibly strongly interconnected building zones. By considering the HVAC system as a network of interconnected subsystems (see Section II), we design local monitoring and control agents for every subsystem (see Section III). The local monitoring agent is responsible for diagnosing and estimating local sensor faults (see Sections III-A-III-B). The main task of each local control agent is to track a corresponding desired signal under both healthy and faulty conditions. Both the local monitoring and control agents are allowed to exchange information with neighboring agents. When sensor faults are isolated by a local monitoring agent, the local and neighboring control agents are reconfigured by using the adaptive estimation of sensor faults transmitted by the neighboring monitoring agents (see Section III-C). The application of proposed methodology to a 7-zone HVAC system is illustrated in Section IV.

II. PROBLEM FORMULATION

This section presents the model of a multi-zone HVAC system, which is formulated according to [9]. Fig. 1 depicts the multi-zone HVAC system with the electromechanical part (green box) and the N building zones, which are interconnected through doors [10]. Let us consider the HVAC system as a network of \( N + 1 \) interconnected subsystems, where the subsystem associated with the water temperature dynamics in the storage tank is denoted by \( \Sigma' \), and \( \Sigma^{(i)} \) represents...
the subsystem associated with the $i$-th zone temperature dynamics, $i \in \mathcal{N}$, where $\mathcal{N} = \{1, \ldots, N\}$. Based on the thermal mass balance equation presented analytically in [8], the state space form of $\Sigma'$ can be expressed as

$$\dot{x}(t) = A^s x(t) + g^s(x(t), d^s(t)) u^s(t) + h^s(x(t), u(t)) + r^s(t),$$

where $x \in \mathbb{R}$ and $u \in \mathbb{R}$ are the state and input of $\Sigma'$ that respectively correspond to the temperature in the storage tank and the controlled normalized energy in the heat pump, while $r \in \mathbb{R}$ accounts for the modeling uncertainty in temperature dynamics of $\Sigma'$. The term $x$ is the interconnection vector defined as $x = [x^{(1)}, \ldots, x^{(N)}]$, where $x^{(i)} \in \mathbb{R}$ represents the state of $\Sigma^{(i)}$ that is the zone air temperature, and $u = [u^{(1)}, \ldots, u^{(N)}]$, where $u^{(i)} \in \mathbb{R}$ is the input vector of $\Sigma^{(i)}$ that corresponds to the controlled mass flow rate of water flowing into each fan-coil (see Fig. 1). The variable $d^s \in \mathbb{R}^2$ represents uncontrollable but known exogeneous inputs, defined as $d^s = [d^s_1, d^s_2]^T$, where $d^s_1$ is the plenum (duct) temperature and $d^s_2$ is the source temperature to the heat pump, and $\eta^s(d^s) = \frac{u_0}{c} d^s_1$. The parameter $A^s$ is defined as $A^s = -\frac{1}{c}$. The terms $g^s(\cdot)u^s$ and $h^s(\cdot)$ describe the nonlinear local and interconnection dynamics of the subsystem $\Sigma'$, respectively, with

$$g^s(x^i, d^s) = \frac{U_{st,max}(s^i)}{C_{st}} \left( 1 + p \left( 1 - \frac{x^i(t) - d^s_1(t)}{\Delta T_{max}} \right) \right),$$

$$h^s(x^i, x^{(i)}), u = \frac{u_0}{c_0} \sum_{j \in \mathcal{N}} U_{st,max}(x^j - x^{(i)}) u,$$

with $p = (P_{max} - 1)$, where $P_{max}$ is the rated maximum value of the performance coefficient of the heat pump, and $\Delta T_{max}$ (°C) is the maximum temperature difference of the heat pump. The parameter $C_{st}$ (kJ/kg K) is the heat capacity of the storage tank, $U_{st,max}$ (kg/h) is the maximum mass flow rate of hot water through the coil placed at $i$-th zone, and $U_{st,max}$ (kJ/h) is the heat pump rated capacity. The coefficients $a_{sz}$ and $a_{st}$ (kJ/kg °C) represent the effectiveness of the heating coil and the heat loss of the storage tank due to exterior surfaces, respectively.

Based on [8] and [10], the state space representation of the subsystem $\Sigma^{(i)}$, $i \in \mathcal{N}$, can be expressed as

$$\dot{x}^{(i)}(t) = A^{(i)} x^{(i)}(t) + g^{(i)}(x^{(i)}(t), x^{(i)}(t)) u^{(i)}(t) + r^{(i)}(t) + h^{(i)}(x^{(i)}(t), x^{(i)}(t)) + \eta^{(i)}(d^{(i)}(t)),$$

where $r^{(i)} \in \mathbb{R}$ denotes the uncertainty in the temperature dynamics of $\Sigma^{(i)}$, $i \in \mathcal{N}$. The term $d^{(i)} \in \mathbb{R}^2$ is the uncontrollable but known exogeneous input vector, defined as $d^{(i)} = [d^{(i)}_1, d^{(i)}_2]^T$, where $d^{(i)}_1$ is the temperature of the surface node of the mass wall in the $i$-th zone, $d^{(i)}_2$ is the ambient temperature, and $\eta^{(i)}(d^{(i)}) = \frac{a_{sz}}{c_{sz}^d} d^{(i)}_1 - \frac{1}{c_{sz}^d} \sum_{j \in \mathcal{N}} a_{szj}$. Note that the variables $d^{(i)}_1$, $d^{(i)}_2$, $d_i^{(i)}(t)$ and $d_i^{(i)}(t)$ are usually measured, but, for the sake of simplicity in this work, they are considered known. The terms $g^{(i)}(\cdot)u^{(i)}$ and $h^{(i)}(\cdot)$ denote the nonlinear interconnection dynamics of the subsystem $\Sigma^{(i)}$ with the subsystem $\Sigma'$ and $\Sigma^{(i)}$, $j \in \mathcal{K}_i$, respectively, where $\mathcal{K}_i$ is a set that includes the indices of zones interconnected with the $i$-th zone, and

$$g^{(i)}(x^i, x^{(i)}) = \frac{U_{l,max}}{C_{zi}} a_{sz} (x^i - x^{(i)}),$$

$$h^{(i)}(x^i, x^{(i)}) = \frac{1}{C_{zi}} \sum_{j \in \mathcal{K}_i} a_{szj} x^{(j)} + \frac{P_{max}}{C_{zi}} \sum_{j \in \mathcal{K}_i} \text{sgn}(x^{(j)} - x^{(i)}) \times A_{d_{ij}} h^{(i)} \sqrt{2(C_{zi} - C_{ui}) (x^i - x^{(i)})},$$

where $A_{d_{ij}}$ (m²) is the area of the door connecting the $i$-th and $j$-th zone, and $C_{ui}$ (kJ/K°C) is the heat air capacity of the $i$-th zone. The coefficient $a_{szj}$ (kJ/K°C) corresponds to the heat loss of $i$-th zone, and $a_{szj}$ (kJ/K°C) is the interzone thermal flow coefficient between $i$-th and $j$-th zone. The parameters $C_p$ (kJ/kg K), $C_v$ (kJ/kg K), and $\rho_{air}$ (kg/m³) represent the specific heat capacity of air at constant pressure, the specific heat capacity of air at constant volume, and the air density, respectively, and $h$ (W/m²°C) is the heat transfer coefficient and $A_{w_{i}}$ (m²) is the surface area of the mass wall of the $i$-th zone. Note that the set $\mathcal{K}_i$ is defined as $\mathcal{K}_i = \{ j \in \mathcal{N} \setminus \{i\} : a_{szj} \neq 0 \}$.

The subsystems $\Sigma'$ and $\Sigma^{(i)}$ are monitored and controlled using the sensors $S'\Sigma$ and $S^{(i)}\Sigma$, respectively, which are characterized by the outputs $y^s \in \mathbb{R}$ and $y^{(i)} \in \mathbb{R}$; i.e.,

$$\dot{S'}: y^s(t) = x^s(t) + n^s(t) + f^s(t),$$

$$\dot{S}^{(i)}: y^{(i)}(t) = x^{(i)}(t) + n^{(i)}(t) + f^{(i)}(t),$$

where $n^s$ and $n^{(i)}$ represent the noise corrupting the sensor measurements, respectively, and $f^s$ and $f^{(i)}$ denote permanent sensor faults, modeled as in [7].

The objective of this work is to design an active, distributed fault tolerant control methodology that detects and isolates sensor faults that may affect one or more subsystems, and compensates the fault effects in the distributed control
scheme that generates the signals $u^i$ and $u^{(i)}$, $i \in \{1, \ldots, N\}$.

III. DISTRIBUTED SENSOR FAULT TOLERANT SCHEME

The backbone of the distributed sensor fault tolerant control (FTC) scheme is the design of two agents dedicated to each of the interconnected HVAC subsystems. Particularly, the monitoring agents, denoted by $M^s$ and $M^{(i)}$, are responsible for detecting and isolating sensor faults in subsystems $\Sigma^s$ and $\Sigma^{(i)}$, respectively, and estimating the local sensor fault after isolation. The control agents $C^s$ and $C^{(i)}$ are responsible for tracking the reference signals for subsystems $\Sigma^s$ and $\Sigma^{(i)}$ respectively, under healthy and faulty conditions using the sensor fault estimations provided by the agents $M^s$ and $M^{(i)}$. The monitoring and control agents are allowed to exchange information with neighboring agents. In this work, the emphasis is on sensor faults, so we assume that there are no imperfections in the communication between the control and monitoring agents.

A. Distributed Adaptive Estimation Scheme

The decision of the monitoring agents $M^s$ and $M^{(i)}$ on the occurrence of sensor faults is obtained by checking the satisfaction of analytical redundancy relations (ARRs) of residuals and adaptive thresholds, as presented next.

1) Residual Generation: The residual generated by the agents $M^s$ and $M^{(i)}$ is respectively defined as $\varepsilon^s_i(t) = y^s_i(t) - \hat{x}^s_i(t)$ and $\varepsilon^{(i)}_i(t) = y^{(i)}(t) - \hat{x}^{(i)}(t)$, where $\hat{x}^s$ and $\hat{x}^{(i)}$ are the estimations of $x^s$ and $x^{(i)}$, respectively, computed based on the following nonlinear adaptive estimation models

\[
\dot{x}^s(t) = \dot{A}^s x^s(t) + g^s(y^s(t) - \bar{f}^s(t), d^s(t))u^s(t) + h^s(y^s(t) - \bar{f}^s(t), y(t), u(t)) + \eta^s(d^s(t)), \]

\[
\dot{\Omega}^s(t) = A^s \dot{x}^s(t) - L^s + \frac{U_{\text{max}}(P_{\text{max}} - 1)}{C_{\text{sa}} H_{\text{max}}} u^s(t) + \frac{a_{\text{sa}}}{C_{\text{sa}}} \sum_{i \in \mathcal{E}^s} U_{\text{max}}(s^i(t)), \]

\[
\dot{\hat{x}}^s_i(t) = y^s_i(t) - \hat{x}^s_i(t) - \bar{f}^s(t), \]

\[
\varphi^s \left[ \varepsilon^s_i(t) \right] = \begin{cases} 0, & \text{if } P^s(t) = 0 \\ \varepsilon^s_i(t), & \text{if } P^s(t) = 1 \end{cases} \]

and

\[
\dot{x}^{(i)}(t) = \dot{A}^{(i)} x^{(i)}(t) + g^{(i)}(y^{(i)}(t), y^{(i)}(t) - \bar{f}^{(i)}(t))u^{(i)}(t) + h^{(i)}(y^{(i)}(t) - \bar{f}^{(i)}(t), y^{(i)}(t)) + \eta^{(i)}(d^{(i)}(t)) + L^{(i)}(y^{(i)}(t) - \hat{x}^{(i)}(t) - \bar{f}^{(i)}(t)) + \Omega^{(i)}(t) \hat{\theta}^{(i)}(t), \]

\[
\dot{\Omega}^{(i)}(t) = A^{(i)} \dot{x}^{(i)}(t) - L^{(i)} - \frac{U_{\text{max}} a_{\text{sa}}}{C_{\text{sa}}} u^{(i)}(t), \]

\[
\dot{\hat{x}}^{(i)}_i(t) = y^{(i)}(t) - \hat{x}^{(i)}_i(t) - \bar{f}^{(i)}(t), \]

\[
\varphi^{(i)} \left[ \varepsilon^{(i)}_i(t) \right] = \begin{cases} 0, & \text{if } P^{(i)}(t) = 0 \\ \varepsilon^{(i)}_i(t), & \text{if } P^{(i)}(t) = 1 \end{cases} \]

where $y \in \{y^{(1)}, \ldots, y^{(N)}\}^T$ and $L^s$, $L^{(i)}$ are the estimation gains, such that $A^s_L \pm A^s_L - L^s$, $A^{(i)}_L \pm A^{(i)}_L - L^{(i)}$ are stable. The terms $\bar{f}^s$, $\bar{f}^{(i)}$ are the estimations of the faults $f^s$, $f^{(i)}$, respectively with $\bar{f}^s(t) = 0$ and $\bar{f}^{(i)}(t) = 0$, and $\Omega^s$, $\Omega^{(i)}$ are filtering terms necessary for ensuring the stability property of the adaptive nonlinear estimation schemes [11] with $\Omega^s(t) = 0$ and $\Omega^{(i)}(t) = 0$, where $t^f_s$ and $t^f_{(i)}$ are the isolation times defined as $t^f_s = \min\{t \geq 0 : P^s(t) = 1\}$, $t^f_{(i)} = \min\{t \geq 0 : P^{(i)}(t) = 1\}$, with $P^s$, $P^{(i)}$ being the corresponding isolation signals (see Section III-B).

2) Computation of Adaptive Thresholds: The adaptive thresholds $\varepsilon^s_i$ and $\varepsilon^{(i)}_i$ are designed to bound the corresponding residuals under healthy conditions (i.e., $f^s = 0$, $f^{(i)} = 0$ for all $i \in \mathcal{N}$) taking into account the following assumption:

Assumption 1: The measurement noise $n^s$, $n^{(i)}$ and the modeling uncertainty $\rho^s$, $\rho^{(i)}$ are uniformly bounded by known positive constants $\hat{n}^s$, $\hat{n}^{(i)}$, $\hat{r}^s$ and $\hat{r}^{(i)}$ such that $|n^s(t)| \leq \hat{n}^s$, $|n^{(i)}(t)| \leq \hat{n}^{(i)}$, $|\rho^s(t)| \leq \hat{r}^s$ and $|\rho^{(i)}(t)| \leq \hat{r}^{(i)}$, respectively.

Particularly, $|\varepsilon^s_i(t)| \leq \hat{e}^s(t)$ and $|\varepsilon^{(i)}_i(t)| \leq \hat{e}^{(i)}(t)$ with

\[
\hat{e}^s_i(t) = y^s_i(t) - \bar{f}^s(t) = e^{L_s^T} \varepsilon^s_i(0) + \int_0^t e^{L_s^T(t-t)} \left( \rho^s(t) \right) + \int_0^t e^{L_s^T(t-t)} \left( \rho^s(t) \right) \]
\[ \hat{x}(t) = \frac{p(t)}{2\beta_0(x(t) - y(t))} + \hat{h}(i) \], otherwise, with \( \hat{h}(i) \) being a constant bound on the linearization error of \( h(i) \) around \( x(t) = y(t) \) and \( x(t) = y(t) \) due to the higher-order terms of the Taylor series expansion of (6).

3) Sensor Fault Detection Decision Logic: The sensor fault detection decision logic implemented in \( M^s \) and \( M^t \) relies on ARRs of the residuals and adaptive thresholds, which are respectively determined as

\[ \mathcal{E}^s : |\mathcal{E}_s^s(t)| \leq \mathcal{E}_s^s(t), \quad \mathcal{E}^t : |\mathcal{E}_s^t(t)| \leq \mathcal{E}_s^t(t). \quad (23) \]

The agent \( M^s \) (correspondingly for \( M^t \)) infers the presence of sensor faults at the first time instant that \( \mathcal{E}^s \) is not satisfied (correspondingly for \( \mathcal{E}^t \)). Note that the ARR \( \mathcal{E}^s \) is sensitive to faults in sensors \( S^s \) and \( S^t \), \( i \in \mathcal{N} \), while \( \mathcal{E}^t \) is sensitive to faults that may affect \( S^s \) and \( S^t \), \( j \in \mathcal{K}^t \). The outputs of the agent \( M^t \) and \( M^s \) are the boolean decision signals \( D^t \) and \( D^s \), defined as

\[ D^t(t) = \begin{cases} 0, & t < t_D^t, \\ 1, & t \geq t_D^t , \end{cases} \quad D^s(t) = \begin{cases} 0, & t < t_D^s, \\ 1, & t \geq t_D^s \end{cases} , \quad (24) \]

where \( t_D^t = \text{inf}\{t \geq 0 : |\mathcal{E}_s^t(t)| > \mathcal{E}_s^t(t)\} \) and \( t_D^s = \text{inf}\{t \geq 0 : |\mathcal{E}_s^s(t)| > \mathcal{E}_s^s(t)\} \). If \( \mathcal{E}^s \) and \( \mathcal{E}^t \) are always satisfied, then \( t_D^t \to \infty \) and \( t_D^s \to \infty \).

B. Distributed Sensor Fault Isolation Decision Logic

The sensor fault isolation process of the agent \( M^s \) initiates the isolation process when it detects the presence of sensor faults, or when at least one of the \( N \) agents \( M^t \), \( i \in \mathcal{N} \), does it, while the agent \( M^t \) starts the isolation when the agent itself, or at least one of the neighboring agents \( M^s \) and \( M^t \), \( j \in \mathcal{K}^t \) detects the presence of sensor faults.

The distributed isolation procedure applied by a monitoring agent involves the comparison of the observed pattern of sensor faults that may affect the neighborhood of the agent to a number of theoretical patterns, represented by the columns of a sensor fault signature matrix. In the case of the agent \( M^s \), the observed pattern of sensor faults, denoted by \( \Phi^s(t) \in [0,1]^{\mathcal{K}^t+1} \), where \( [0,1]^{\mathcal{K}^t+1} \) denotes a binary vector of \( N+1 \) length, and defined as \( \Phi^s(t) = [D^t, D^s, D^{(1)}, \ldots, D^{(N)}] \), where \( D^t, D^s, D^{(i)} \) are defined in (24). Note that \( D^s(t) \) is transmitted to \( M^s \) by the agent \( M^t \) for all \( i \in \mathcal{N} \). The sensor fault signature matrix consists of \( N+1 \) rows, which correspond to the set of ARRs \( \{\mathcal{E}^s, \mathcal{E}^t, \ldots, \mathcal{E}^{(N)}\} \), and \( \mathcal{N} = 2^{\mathcal{K}^s+1} - 1 \) columns that correspond to all possible sensor fault combinations that may affect the building zones and the storage tank, where the \( k \)-th combination is indicated by \( \mathcal{F}_k \), \( k \in \{1, \ldots, \mathcal{N}\} \). The \( k \)-th column corresponds to the theoretical pattern, denoted by \( \Phi^s_k \) and defined as \( \Phi^s_k = [\Phi^s_{k1}, \ldots, \Phi^s_{k(N+1)}] \).

Taking into account the 7-zone HVAC system shown in Fig. 1, the sensor fault signature matrix \( F^s \) is comprised of 8 rows and 255 columns. Table I illustrates a part of \( F^s \), assuming the occurrence of 8 single sensor faults, and one possible combination of a combination of two simultaneous sensor faults. The assignment of the values to the elements \( F^s_{kq} \) is realized such that the sensitivity of every ARRs to local and propagated sensor faults is distinguished [12]. For example, \( f^{(1)} \) is involved in \( \mathcal{E}^{(1)} \) since it is a fault that may affect the local sensor \( S^{(1)} \), while it is also involved in \( \mathcal{E}^s \), since it may propagated through the exchange of information between the agent \( M^{(i)} \) and \( M^s \). Hence, the assignment \( F^s_{12} = 1 \) implies that \( f^{(1)} \) necessarily discloses its occurrence by provoking the violation of \( \mathcal{E}^{(1)} \), while \( F^s_{12} = 0 \) implies that \( f^{(1)} \) may justify the violation of \( \mathcal{E}^s \), but \( \mathcal{E}^s \) may be satisfied in spite of its occurrence. On the other hand, \( F^s_{52} = 0 \), since \( f^{(1)} \) is not involved in \( \mathcal{E}^s \). In the case of the

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
\( F^s \) & \( f^{(1)} \) & \( f^{(2)} \) & \( f^{(3)} \) & \( f^{(4)} \) & \( f^{(5)} \) & \( f^{(6)} \) & \( f^{(7)} \) & \((f^*, f^{(1)})\) \\
\hline
\( \mathcal{E}^s \) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\( \mathcal{E}^s \) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\( \mathcal{E}^s \) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\( \mathcal{E}^s \) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\( \mathcal{E}^s \) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\( \mathcal{E}^s \) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\( \mathcal{E}^s \) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\( \mathcal{E}^s \) & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
\hline
\end{tabular}
\caption{Sensor fault signature matrix \( F^s \).}
\end{table}
faults $f^i$ and $f^{(i)}$, $j \in K_i$, which is generated by the agent $\mathcal{M}^{(i)}$ and used in the distributed FA control scheme, are defined as

$$f^{(i)}(t) = \{1, \text{ if } f^i(t) \in \mathcal{Y}^i(t) \},$$

where

$$f^{(j)}(t) = \{1, \text{ if } f^{(i)}(t) \in \mathcal{Y}^{(i)}(t) \}.$$  

(28)

C. Distributed Fault Accommodation Control Scheme

The control agents denoted by $C^s$ and $C^{(i)}$, $i \in \mathcal{N}$ are designed such that: (i) under healthy conditions, the nominal distributed control scheme can track the local differentiable reference temperature signals, denoted by $y^{s}_{\text{ref}}$ and $y^{(i)}_{\text{ref}}$; (ii) under faulty conditions, the distributed control scheme is modified based on the isolation signals defined in (26)-(28) in order to compensate the effects of sensor faults by using the adaptive fault estimations generated according to (11)-(13) and (16)-(18), and i.e.,

$$C^s: u^s(t) = x^s(y^{s}_{\text{ref}}(t), y_s(t), u(t), y^{s}_{\text{ref}}, y^{s}_{\text{ref}}),$$

$$C^{(i)}: u^{(i)}(t) = x^{(i)}(y^{(i)}_{\text{ref}}(t), y^{(i)}_s(t), y^{(i)}_s(t), y^{(i)}_{\text{ref}}, y^{(i)}_{\text{ref}}),$$  

(29)

(30)

where

$$y^{s}_{\text{ref}}(t) = y^s(t) - D^s[\hat{f}^s(t)],$$

$$y_s(t) = y(t) - D^s[\hat{f}^s(t)],$$

$$y^{(i)}_{\text{ref}}(t) = y^{(i)}(t) - D^{(i)}[\hat{f}^{(i)}(t)],$$

$$y^{(i)}_s(t) = y^{(i)}(t) - D^{(i)}[\hat{f}^{(i)}(t)].$$

(31)

(32)

(33)

(34)

and $y^{(i)}_s(t)$ is a vector made up of $|K_i|$ elements $y^{(i)}_s(t)$, $j \in K_i$. The terms $D^s[\cdot]$ and $D^{(i)}[\cdot]$ are dead-zone operators defined similarly to (13) and (18), that is $D^s[\hat{f}^s(t)] = \hat{f}^s(t)$ if $\hat{f}^s(t) = 1$, and $D^s[\hat{f}^s(t)] = 0$ otherwise (correspondingly for $D^{(i)}[\cdot]$). Based on the design of the distributed FA scheme, every time that sensor faults are isolated in the neighborhood of $\Sigma^{(i)}$, its associated control agent $C^{(i)}$ (correspondingly for $C^s$), and the control agents of the neighboring subsystems, that is $C^s$ and $C^{(i)}$, $i \in K_i$ are accommodated to the isolated sensor faults by using their estimations.

IV. SIMULATION RESULTS

In this section, we illustrate the application of the distributed adaptive FTC methodology to a 7-zone HVAC system where the architectural arrangement of the 7 zones is presented by the shaded area in Fig. 1. We consider eight subsystems $\{\Sigma^1, \Sigma^2, \ldots, \Sigma^7\}$, with the interconnections between the zones, defined by the sets $K_1 = \{2,3\}$, $K_2 = \{1,3,4\}$, $K_3 = \{1,2,4\}$, $K_4 = \{2,3,5,6,7\}$, $K_5 = \{4,6\}$, $K_6 = \{4,5,7\}$, $K_7 = \{4,6\}$. The parameters of the subsystems (1) and (4) are defined in [8], where some additional parameters are defined as follows: $A_{w_0} = 120, h = 8.29, A_{d_{ij}} = 2.60$, $i \in \mathcal{N} = \{1, \ldots, 7\}$, $j \in K_i$. It is assumed that the exogenous uncontrollable signals are constant, defined as follows: $d_i^1 = 100^oC$, $d_i^2 = 50^oC$, $d_i^3 = 50^oC$, $d_i^4 = 100^oC$, $i \in \mathcal{N}$. The modeling uncertainty in each subsystem $\lambda_i = \%\Delta d_i^1 \sin(0.1t)$ and $\rho_i = \%\Delta d_i^1 \sin(0.1t)$, $i \in \mathcal{N}$. For simulation purposes, the noise corrupting the sensor output is defined as: $\bar{y} = 3\% Y_\text{ref}$ and $\bar{y}^{(i)} = 3\% Y^{(i)}$, where $Y_\text{ref}$ and $Y_i$ are the steady state value of sensor measurements $y^s$ and $y^{(i)}$, respectively, $i \in \mathcal{N}$, under healthy conditions. The design constants for the monitoring agents are: $L_1 = 10$ and $L_2 = 1$, $\rho_0 = \rho^{(i)} = 1.3$, $\lambda_0 = 30$, $\lambda^{(i)} = 6$, $\gamma = 8$, $\gamma^{(i)} = 5$. In this example, we simulated the following multiple sensor fault scenario: two bias abrupt faults affect sensors $S^{(1)}$ and $S^{(7)}$ at $t_f^{(1)} = t_f^{(7)} = 20$ h. The faults are modeled as $f^{(1)}(t) = -20\% Y^{(1)}(1 - e^{-10^{(t-20)}})$ and $f^{(7)}(t) = -20\% Y^{(7)}(1 - e^{-10^{(t-20)}})$ [7]. For comparison purposes, we performed simulations with and without using the proposed distributed FA control scheme described by (29)-(30). The desired values of the temperatures are set up as follows: $y^{s}_{\text{ref}} = 55^oC$ and $y^{(i)}_{\text{ref}} = 24^oC$, $i \in \mathcal{N}$.

Fig. 2 shows the residuals, adaptive thresholds and the detection signals of the monitoring agents $\mathcal{M}^{(1)}$, $\mathcal{M}^{(7)}$, while the rest of the monitoring agents (i.e., $\mathcal{M}^2, \mathcal{M}^2, \ldots, \mathcal{M}^6$) are not presented since their ARRs are not violated for all $t$. At the time instant $t_D^{(7)} = 20$ h, a fault is detected by $\mathcal{M}^{(7)}$ which initiates the isolation procedure in the monitoring agent $\mathcal{M}^{(7)}$ and its neighboring agents $\mathcal{M}^2, \mathcal{M}^4$ and $\mathcal{M}^6$. In the case of $\mathcal{M}^4$, the observed pattern $\Phi^4$ equal to $\Phi^4 = \{0,0,0,0,0,0,1\}$, which is compared to the theoretical patterns $F_k^4$ for all $k \in \{1, \ldots, 255\}$, leading to $Y = \{f^{(7)}\}$ and $F^4 = F^4_1 = \cdots = F_0^0 = 0$ and $F_1^4 = 1$. A similar isolation process is realized by $\mathcal{M}^{(4)}$, $\mathcal{M}^{(6)}$, and $\mathcal{M}^{(7)}$, which led to $Y^{(4)} = Y^{(6)} = Y^{(7)} = \{f^{(7)}\}$. Based on these diagnosis sets the non-zero isolation signals are $f^{(7)}(t)^4$, $f^{(7)}(t)^6$, and $f^{(7)}(t)$. The dead-zone operator $D\{\cdot\}$ activated the estimation for the sensor fault $\hat{f}^{(7)}$ executed by agent $\mathcal{M}^{(7)}$. The local control agents that are reconfigured to the isolated fault $f^{(7)}$ using its estimation transmitted by the agent $\mathcal{M}^{(7)}$ are $C^s$, $C^s(4), C^{(6)}$, and $C^{(7)}$. Similarly, at the time instant $t_D^{(1)} = 20.05$ h, a fault is detected by $\mathcal{M}^{(1)}$ which initiates the isolation procedure locally and its neighboring monitoring agents $\mathcal{M}^1, \mathcal{M}^2$ and $\mathcal{M}^3$. By applying the distributed isolation process shown in Section III-B, the new non-zero isolation signals are generated: $f^{(1)}, f^{(2)}$, and $f^{(3)}$. The dead-zone operator $D\{\cdot\}$ enables the estimation for the sensor fault $\hat{f}^{(1)}$ in $\mathcal{M}^{(1)}$, followed by the accommodation of control agents $C^s$, $C^{(2)}$, $C^{(3)}$, and $C^{(1)}$ to the new isolated sensor faults. Note
that $\mathcal{C}$ has been accommodated twice.

Fig. 3 presents the response of the temperatures, controlled either by the nominal control scheme or by the distributed FTC scheme. The faults occur in $\mathcal{S}^{(1)}$, $\mathcal{S}^{(7)}$, significantly effect the temperature dynamics of the local subsystems $\Sigma^{(1)}$, $\Sigma^{(7)}$, respectively, as well as the dynamics of their associated neighboring subsystems $\{\Sigma^{(2)}, \Sigma^{(3)}\}$, $\{\Sigma^{(4)}, \Sigma^{(6)}\}$, while $\Sigma$ is less affected by these faults. The use of the proposed distributed adaptive FTC scheme, contributed to the successful compensation of the sensor faults effects on the local and neighboring dynamics of subsystems $\Sigma^{(1)}$, $\Sigma^{(7)}$.

V. CONCLUSIONS AND FUTURE WORKS

In this paper we proposed the design of a distributed adaptive fault tolerant control scheme for HVAC systems that may be affected by multiple sensor faults. Exploiting the HVAC system topology, a bank of local monitoring agents were designed to detect, isolate and estimate the isolated sensor faults. In order to compensate the sensor fault effects, the estimation of sensor faults is used by neighboring control agents in order to compensate the effects of the faults of the isolated sensors. A simulation example illustrates the effectiveness of the proposed scheme, which is applied to a 7-zone HVAC system. Future work will involve the rigorous analysis of stability and tracking performance of the proposed distributed reconfigurable control scheme.
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Fig. 3. HVAC system temperature response in multiple simultaneous bias sensor fault scenario in sensors $\mathcal{S}^{(1)}$, $\mathcal{S}^{(7)}$, controlled by the nominal control (NC) scheme (blue solid line), controlled by the adaptive fault-tolerant control (AFTC) scheme (red dashed line).