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Adaptive Observer for Parabolic PDEs with Uncertain Parameter in the Boundary Condition

Tarek Ahmed-Ali, Fouad Giri, Miroslav Krstic, Laurent Burlion, Françoise Lamnabhi-Lagarrigue

Abstract. We are considering the problem of state observation for a class of infinite dimensional systems. The latter are modelled by a parabolic PDE and a boundary condition involving an unknown parameter. The problem is dealt with using an adaptive observer that provides online estimates of the system (spatially distributed) state and the unknown parameters. The observer is formally shown to be exponentially convergent under an ad-hoc persistent excitation condition.

Index Terms— parabolic PDE, state observation, parameter estimation, adaptive observer.

I. INTRODUCTION

Practical implementation of control systems may necessitate, not only online measurements of the system outputs, but also those of the internal state variables. The point is that, in most situations, it is not possible to have full information on the system state variables, due to the fact that not all these variables are accessible to measurements or the costs of implementing all the necessary sensors are prohibitive. This is particularly the case when infinite dimensional systems are involved. In such situations, the only solution is to use state observers to get online estimates of all state variables. One of the most known state estimators is the Luenberger observer [1]. This established the structure that most observers are based upon today. Surveys on observer design can be found in [2,3], for finite-dimensional systems, and in [4] for infinite dimensional systems.

In real-life control problems, the online state estimation issue is usually faced in presence of large system parameter uncertainty. Then, the problem is addressed by the design of adaptive state observers which provide online estimates of both the states and the unknown parameters. The first adaptive observers have been developed for finite-dimensional continuous-time linear systems and an extensive overview is found in [5,6]. The case of (finite-dimensional) nonlinear systems has been extensively studied leading to several solutions, e.g. [7-13].

The problem of observer design for infinite dimensional systems (IDSs) has also been given a great deal of interest. Several observer design techniques have been developed including the infinite dimensional Luenberger observer for linear IDSs (e.g. [4,14,15,16]), the boundary observer design of bilinear IDSs (e.g. [17,18,19,27]), backstepping-based boundary observers for parabolic partial integro-differential [19], initial state recovery algorithms for various linear and nonlinear IDSs [20-22].

In the last few years, much interest has been paid to simultaneous parameter and state estimation for IDSs, within various contexts. In [23], simultaneous state and parameter estimation has been introduced to deal with output-feedback adaptive control design for parabolic PDEs. In this context, the unknown parameters are tuned by gradient-type laws while the (spatially distributed) state is estimated using open-loop filters. The convergence of the estimates to their true values is not established. But, this is not required for the achievement of the control objectives. In [24], simultaneous state and parameter estimation has been performed to solve a parameter identification problem for reaction-advection type systems involving a single unknown parameter. Open- and closed-loop adaptive identifiers have been proposed where the unknown parameter is estimated using gradient-type estimators, while the (spatially distributed) state is estimated using open-loop filters. It is shown that the parameter estimate converges to its true values, by just using constant exciting inputs. In [25], simultaneous parameter and state estimation has been considered within the context of adaptive stabilization for a wave equation subject to a boundary harmonic disturbance linearly parameterized along a known set of functions. An adaptive observer estimating the system state and the (disturbance) unknown parameters is proposed and the estimation error system is shown to be asymptotically stable.

In this paper, the problem of parameter and state estimation is addressed for IDSs that are described by a parabolic PDE with a boundary condition involving an uncertain parameter. This class of systems has been well motivated in [24,28] where the emphasis was made on the identification of the unknown parameter. Presently, the objective is to accurately estimate both the state of domain and parameter of the boundary condition. To this end, an adaptive observer is designed that provides online estimates of the state (along the domain) and the parameter. The observer design is inspired from adaptive observer designs of nonlinear ODE systems and PDE systems. Accordingly, the observer includes state and parameter estimators as well as a gain adaptation law. A formal analysis of the proposed adaptive observer is developed leading to conditions on the input signal and the design parameter. Interestingly, the input is allowed to be of any type but is must be persistently exciting. Under this condition, the state and parameter estimation errors are made exponentially vanishing.

The paper is organized as follows: the observation problem statement, including the class of IDSs, is described is Section 2; the adaptive observer design and analysis are dealt with Sections 3 and 4, respectively; a conclusion and a reference list end the paper.
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II. OBSERVATION PROBLEM STATEMENT

The system under study is described by a parabolic PDE of the form:

\[ u_t(x,t) = u_{xx}(x,t), \quad 0 \leq x \leq 1, \quad t \geq 0 \]  

with the boundary condition:

\[ u_x(0,t) = -q u(0,t) \]  

and:

\[ u(t,1) = U(t) \quad \text{(control input)} \]  
\[ y(t) = u(0,t) \quad \text{(system output)} \]

where \( q \in \mathbb{R} \) is a fixed unknown parameter. It is only assumed that \( q < 1 \) for the system (1a-d) to be (BIBO) stable.

The goal is to generate accurate online estimates, \( \hat{u}(x,t) \) and \( \hat{q}(t) \), of the system state \( u(x,t) \) (\( 0 \leq x \leq 1; \ t \geq 0 \)) and the parameter \( q \), based only on the output measurements \((U(t),y(t); \ t \geq 0)\). To achieve this objective, it is assumed that the state variable \( u(x,t) \) (\( 0 \leq x \leq 1; \ t \geq 0 \)) as well as the input derivative \( u_x(0,t) \) are bounded.

III. ADAPTIVE OBSERVER DESIGN

The system model (1a-c) suggests the following observer structure:

\[ \hat{u}_x(x,t) = \hat{u}_{xx}(x,t) + \nu(x,t) \]  
\[ \hat{q}(t) = \hat{q}(t) - q \]  
\[ \hat{u}(t,1) = U(t) \]

where \( \hat{q}(t) \) is a parameter estimate, \( \nu(x,t) \) is an additional correction term. A suitable choice of these quantities will be made on the basis of the subsequent analysis. First, introduce the following errors:

\[ \tilde{u}(x,t) = \hat{u}(x,t) - u(x,t) \quad \text{(state estimation error)} \]  
\[ \tilde{q}(t) = \hat{q}(t) - q \quad \text{(parameter estimation error)} \]

Then, subtracting equation (1a) to (3a), it follows that \( \tilde{u}(x,t) \) undergoes the following equation:

\[ \tilde{u}_x(x,t) = \tilde{u}_{xx}(x,t) + \nu(x,t) \]  

with the following boundary conditions:

\[ \tilde{u}_x(0,t) = -\tilde{q} u(0,t) - L \tilde{u}(0,t) \]  
\[ \tilde{u}(t,1) = 0 \]

using (1b-c) and (3b-c). Now, let us introduce the following coordinate change:

\[ z(x,t) = \tilde{u}(x,t) - \lambda(x,t) \tilde{q}(t) \]

where \( \lambda(x,t) \in \mathbb{R} \) is an auxiliary function to be defined later. Then, it follows from (6) that \( z(x,t) \) undergoes the following equation:

\[ z_x(x,t) = z_{xx}(x,t) + \nu(x,t) - \lambda_x(x,t) \tilde{q}(t) - \lambda(x,t) \tilde{q}(t) \]  

using (5a). Equation (7) suggests the following choice of \( \nu(x,t) \):

\[ \nu(x,t) = \lambda(x,t) \tilde{q}(t) \]

Doing so, equation (7) simplifies to:

\[ z_x(x,t) = \tilde{u}_{xx}(x,t) - \lambda_x(x,t) \tilde{q}(t) \]

In view of (6), \( z(x,t) + \lambda(x,t) \tilde{q}(t) \) can be substituted to \( \tilde{u}(x,t) \) on the right side of (9). Then, one gets:

\[ \begin{align*} z_x(x,t) &= z_{xx}(x,t) + \lambda_x(x,t) \tilde{q}(t) - \lambda_x(x,t) \tilde{q}(t) \\
&= z_{xx}(x,t) + \lambda_x(x,t) \tilde{q}(t), \quad t \geq 0 \end{align*} \]

Equation (10) suggests the following trajectory for the auxiliary state vector \( \lambda(x,t) \):

\[ \lambda_x(x,t) = \lambda_{xx}(x,t) \]

This is completed with the following boundary and initial conditions which will prove to be judicious:

\[ \lambda(t,0) = 0, \quad \lambda_x(0,t) = 0, \quad \lambda_x(0,t) = -u(0,t) \]

Doing so, equation (10) boils down to:

\[ z_x(x,t) = z_{xx}(x,t) ; \quad t \geq 0 \]

In view of (11b) and (5b), one get from (6) the following boundary conditions:

\[ z(t,1) = \tilde{u}(1,t) - \lambda(1,t) \tilde{q}(t) = 0 \]  
\[ z_x(0,t) = \tilde{u}_x(0,t) - \lambda_x(0,t) \tilde{q}(t) \]

\[ = -\tilde{q} u(0,t) - L \tilde{u}(0,t) - \lambda_x(0,t) \tilde{q}(t) \]

\[ = -\tilde{q} u(0,t) - L \tilde{z}(0,t) + \lambda(0,t) \tilde{q}(t) - \lambda_x(0,t) \tilde{q}(t) \]

\[ = -\tilde{q} u(0,t) + L \lambda(0,t) \tilde{q}(t) \]

where the last equality is obtained using the last part of (11b). Owing to the unknown parameter, the following adaptive law is proposed:
where the gains $\rho_1 > 0$ and $\rho_2 > 0$ as well as the initial conditions $\tilde{q}(0) \in \mathbb{R}$ and $r(0) > 0$ are all arbitrarily chosen. The observer thus designed is constituted of equations (3a-c), (11a-b) and (13a-c). For convenience, these equations are recapitulated in the following table:

<table>
<thead>
<tr>
<th>Table 1. Adaptive observer</th>
</tr>
</thead>
<tbody>
<tr>
<td>State observer:</td>
</tr>
<tr>
<td>$\hat{u}_q(x,t) = \hat{u}_u(x,t) + \lambda(x,t)\tilde{q}(t)$</td>
</tr>
<tr>
<td>$\hat{u}_u(0,t) = -\dot{\hat{u}}(0,t) - L(\hat{u}(0,t) - y(t))$, $\hat{u}(t) = U(t)$</td>
</tr>
<tr>
<td>Parameter estimator:</td>
</tr>
<tr>
<td>$\lambda_q(x,t) = \lambda_u(x,t)$; $\lambda(x,t) \in \mathbb{R}$</td>
</tr>
<tr>
<td>$\lambda(t) = 0$, $\lambda(x,0) = 0$, and $\lambda_q(0,t) = -u(0,t)$</td>
</tr>
<tr>
<td>$\dot{\tilde{q}}(t) = -\rho_1 r(t)\lambda(0,t)\tilde{y}(t)$, $\tilde{y}(t) = \hat{u}(0,t) - y(t)$</td>
</tr>
<tr>
<td>$\dot{r}(t) = \rho_2 (r(t) - r^2(t)\tilde{z}(t))$; $r(t) \in \mathbb{R}$; $r(0) &gt; 0$</td>
</tr>
</tbody>
</table>

It is worth noticing that equations (14c-d) are similar to the filter (62)-(64) in [24]. However, the parameter adaptive law (14e-f) is used: $\lambda_q(x,t) = \lambda_u(x,t)$; $\lambda(x,t) \in \mathbb{R}$ is different from the adaptive law (61) in [24]. The main feature of (62)-(64) in [24]. However, the parameter adaptive law (14e-f) is used: $\lambda_q(x,t) = \lambda_u(x,t)$; $\lambda(x,t) \in \mathbb{R}$ is used. Proposition 1 and condition (18) ensure that, in turn the inverse $r^{-1}$ is bounded, is positive and stays bounded away from 0. Specifically, there are two positive real numbers $(r, \bar{r})$, such that:

$$r_0 \leq r^{-1}(t) \leq \bar{r}_0 \quad \text{for all} \quad t \geq 0$$

$$r_0 = \inf_{t \geq 0} r^{-1}(t) \quad \text{and} \quad \bar{r}_0 = \sup_{t \geq 0} r^{-1}(t).$$

In the sequel, condition (18) is supposed to be true, so that one can make use of (19). Then, the following Lyapunov function is defined:

$$V(z, \tilde{\theta}) = r^{-1}\tilde{q}^2 + \int_0^1 \tilde{z}^2(x,t)dx$$

**Theorem 1.** Consider the adaptive observer of Table 1 and let its design parameters be selected as follows:

$$0 < L < 1, \quad \rho_1 = \frac{L}{2}, \quad \text{and} \quad \rho_2 < 2L.$$

When applied to the system (1a-b)-(2a-b) then, the adaptive observer is exponentially convergent in the sense that $\int_0^t \tilde{u}^2(x,t)dx$ and $\tilde{q}(t)$ both converge exponentially to zero, whatever the initial conditions $\tilde{q}(0)$ and $(\tilde{u}(x,0), 0 < x < 1)$.

**Proof.** From (20) one gets the following time-derivative:

$$\dot{V}(z, \tilde{\theta}) = \tilde{q}^2(t)r^{-1}(t) + 2\tilde{q}(t)r^{-1}(t)\tilde{q}(t) + \int_0^1 z(x,t)z_r(x,t)dx$$

Using (15b) and (14f), one immediately gets:
\[ \ddot{q}^2(t) \dot{r}^{-1}(t) + 2\dot{q}(t) \dot{r}^{-1}(t) \ddot{q}(t) = \rho_2 \ddot{q}^2(t) \left( \dot{r}^{-1} + \dot{x}(0,t) \right) - 2\rho_1 \ddot{q}(t) \dot{x}(0,t) \dot{y}(t) \]
\[ = -\rho_2 \ddot{q}^2(t) \dot{r}^{-1} + \rho_2 \ddot{q}^2(t) \dot{x}(0,t) \]
\[ - 2\rho_1 \ddot{q}(t) \dot{x}(0,t) \dot{z}(0,t) + \dot{x}(0,t) \dot{y}(t) \] (using (15c))
\[ \leq -\rho_2 \ddot{q}^2(t) + (\rho_1 - 2\rho_2) \ddot{q}^2(t) \dot{x}(0,t) \]
\[ - 2\rho_1 \ddot{q}(t) \dot{z}(0,t) \dot{z}(0,t) \] (using (19))
\[ (22) \]

On the other hand, using (15a) the third term on the right side of (21) develops as follows:
\[ \int_0^t z(x(t),x(t)) \, dx = \int_0^t z(x(t),x(t)) \, dx \]
\[ = \int_0^t z(x(t),x(t)) \, dx - \int_0^t z^2(x(t),x(t)) \, dx \]
where the last equality is obtained using an integration by part. The above equality yields, successively:
\[ \int_0^t z(x(t),x(t)) \, dx = -z(0,t)z(0,t) - \int_0^t z^2(x(t),x(t)) \, dx \] (using (15d))
\[ = z(0,t) \left( Lz(0,t) + L\ddot{q}(t) \dot{z}(0,t) \right) - \int_0^t z^2(x(t),x(t)) \, dx \]
\[ = Lz^2(0,t) + L\ddot{q}(t) \dot{z}(0,t) \dot{z}(0,t) - \int_0^t z^2(x(t),x(t)) \, dx \]
\[ (23) \]

Using (22) and (23), equation (21) implies:
\[ \dot{V} \leq -\rho_2 \ddot{q}^2(t) + (\rho_1 - 2\rho_2) \ddot{q}^2(t) \dot{x}(0,t) \]
\[ + Lz^2(0,t) + L\ddot{q}(t) \dot{z}(0,t) \dot{z}(0,t) - \int_0^t z^2(x(t),x(t)) \, dx \]
\[ \leq -\rho_2 \ddot{q}^2(t) + (\rho_1 - 2\rho_2) \ddot{q}^2(t) \dot{x}(0,t) \]
\[ + Lz^2(0,t) + (L - 2\rho_1) \ddot{q}(t) \dot{z}(0,t) \dot{z}(0,t) - \int_0^t z^2(x(t),x(t)) \, dx \]
\[ \leq -\rho_2 \ddot{q}^2(t) + (\rho_1 - 2\rho_2) \ddot{q}^2(t) \dot{x}(0,t) \]
\[ + (L - \zeta)^2 \dot{z}^2(0,t) + (L - 2\rho_1) \ddot{q}(t) \dot{z}(0,t) \dot{z}(0,t) \]
\[ - (1 - \zeta) \int_0^t z^2(x(t),x(t)) \, dx \] (whatever $0 < \zeta < 1$)
\[ \leq -\rho_2 \ddot{q}^2(t) - (1 - \zeta) \int_0^t z^2(x(t),x(t)) \, dx \]
\[ \leq -\rho_2 \ddot{q}^2(t) - (1 - \zeta) \int_0^t z^2(x(t),x(t)) \, dx \]
\[ \leq 0 \]
where the last inequality is obtained using the first part in (16).

The matrix in the last quantity of (23) is made positive semi-definite iff:
\[ 2\rho_1 - \rho_2 > 0 \quad \text{and} \quad -(L - \zeta)(2\rho_1 - \rho_2) - \frac{(L - 2\rho_1)^2}{4} \geq 0 \]

It is readily checked that, the above inequalities hold if the following conditions are satisfied:
\[ L = 2\rho_1 - \zeta \quad \text{and} \quad \rho_2 < 2\zeta \]
where $0 < \zeta < 1$ is arbitrary. It turns out that, the adaptive observer parameters must be selected as follows:
\[ 0 < L < 1, \quad \rho_1 = \frac{L}{2}, \quad \text{and} \quad \rho_2 < 2L \]
\[ (24) \]

Doing so, inequality (23) gives:
\[ \dot{V} \leq -\rho_2 \ddot{q}^2(t) - (1 - \zeta) \int_0^t z^2(x,t) \, dx \]

which shows that $V$ is negative definite which, in view of (20), implies that both $\ddot{q}(t)$ and $\int_0^t z^2(x,t) \, dx$ are exponentially convergent to zero.

Now, from (6) one has:
\[ \ddot{u}(x,t) = z(x,t) + \dot{z}(x,t) \ddot{q}(t) \]

Since $\int_0^t z^2(x,t) \, dx$ is bounded (by Proposition 1), it readily follows that, in turn, $\int_0^t z^2(x,t) \, dx$ exponentially converges to zero. This completes the proof of Theorem 1.

V. CONCLUSION

The problem of state observation and parameter estimation has been addressed of IDSs described by the model (1a-c)-(2a-b). The latter is basically a parabolic PDE with uncertainty in the boundary condition. The problem is coped with using the adaptive observer (14a-f) which is shown to enjoy the exponential convergence feature of Theorem 1, in presence of the persistent excitation property (18).

APPENDIX A. PROOF OF PROPOSITION 1

Part 1. Following a similar proof in [24], let us consider the transformation:
\[ e = u - q \dot{z} - \eta \]
\[ (A1) \]
with \( \eta \) defined by:

\[
\eta_i (x,t) = \eta_{\alpha i} (x,t) \quad (A2)
\]

\[
\eta (1,t) = u(1,t) , \quad \text{and} \quad \eta_i (0,t) = 0 \quad (A3)
\]

It is easily checked that \( e \) undergoes the following equations:

\[
e_i (x,t) = e_{\alpha i} (x,t) \quad (A4)
\]

\[
e_s (0,t) = 0 , \quad \text{and} \quad e(1,t) = 0 \quad (A5)
\]

It is shown in many places that the system (A4)-(A5) is exponentially stable (e.g. [29]). Then, it readily follows from (A1) that, \( \eta(0,t) \) is bounded if and only if \( \eta(0,t) \) is so. To show this, consider the Lyapunov function candidate:

\[
W(t) = \frac{1}{2} \int_0^t \eta^2 (x,t) dx \quad (A6)
\]

Time-derivative of \( W \), along the system (A2)-(A3), yields:

\[
\dot{W}(t) = \int_0^t \eta_i (x,t) \dot{\eta}_{\alpha i} (x,t) dx
\]

\[
= \int_0^t [\eta_i(x,t) \eta_{\alpha i}(x,t)] dx \quad (because \ \eta \ \text{is smooth})
\]

\[
= \eta_i (1,t) \eta_{\alpha i} (1,t) - \int_0^t \eta_{\alpha i}^2 (x,t) dx
\]

\[
= \eta_i (1,t) \eta_{\alpha i} (1,t) - \int_0^t \theta^2 dx \quad (A7)
\]

using successively an integration by part and the fact that \( \eta_i (1,t) = u_i (1,t) \). Then, (A7) implies, using Young inequality:

\[
\dot{W}(t) \leq \frac{1}{2 \xi^2} \int_0^t u^2_i (1,t) + \frac{\xi^2}{2} \int_0^t \theta^2 dx - \int_0^t \theta^2 dx
\]

\[
\leq \frac{1}{2 \xi^2} \int_0^t u^2_i (1,t) + \frac{\xi^2}{2} \int_0^t \theta^2 dx - \int_0^t \theta^2 dx
\]

\[
\leq \frac{1}{2 \xi^2} \int_0^t u^2_i (1,t) - (1 - \frac{\xi^2}{2}) \int_0^t \theta^2 dx
\]

\[
(A8)
\]

\[\hspace{1cm} \text{wherever } 0 < \xi < \sqrt{2} \ , \text{ where the second inequality is obtained using (the second part in) (16). Again, using the first inequality in (16), one gets from (A8):}
\]

\[
\dot{W}(t) \leq \frac{1}{2 \xi^2} \int_0^t u^2_i (1,t) - (1 - \frac{\xi^2}{2}) \int_0^t \theta^2 dx
\]

\[
\leq \frac{1}{2 \xi^2} u^2_i (1,t) - (1 - \frac{\xi^2}{2}) \frac{\partial W}{\partial \theta}
\]

\[
(A9)
\]

This implies that \( \int_0^t \theta^2 dx \) is bounded, because \( u_i (1,t) = \bar{U}(t) \) is bounded by assumption. Furthermore, one has:

\[
\eta(0,t) = \left| \eta(0,t) - \int_0^t \theta^2 dx \right| = \left| e(1,t) + \int_0^t \theta^2 dx \right|
\]

\[
\leq \left| e(1,t) \right| + \left( \int_0^t \theta^2 dx \right)^{1/2}
\]

\[
(A10)
\]

where we have used Schwartz inequality to get the last inequality. Clearly, inequality (A10) shows that \( \left| \eta(0,t) \right| \) is bounded. This establishes that \( \left| \eta(0,t) \right| \) is bounded and completes the proof of Proposition 1.
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