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Abstract

In several conditions, radiation can modify the temperature law in turbulent boundary layers. In order to predict such an effect and the corresponding change in conductive heat flux at the wall, a new wall model for large-eddy simulation (LES) is proposed. The wall model describes the inner boundary layer which cannot be resolved by the LES. The radiative power source term is calculated from an analytical expression of the intensity field within the inner layer. In the outer layer, wall stress and conductive heat flux predicted by the wall model are fed back to the large-eddy simulation which is coupled to a reciprocal Monte-Carlo method to account for radiation.

Several mixing-length models and turbulent Prandtl number formula are investigated. Then, the level of accuracy of the discretized radiation analytical model is investigated. Finally, fully coupled results are compared with Direct Numerical Simulation/Monte-Carlo results of turbulent channel flows at different Reynolds number, wall temperature and pressure conditions. The proposed wall model greatly improves the accuracy of the predicted temperature profiles and wall conductive heat fluxes compared to approaches without radiation accounted for in the inner layer.
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Roman Symbols

\( c_p \)  
Thermal capacity at constant pressure \([\text{J} \cdot \text{kg}^{-1} \cdot \text{K}^{-1}]\).

\( e \)  
Optical thickness [-].

\( h \)  
Enthalpy per unit mass \([\text{J} \cdot \text{kg}^{-1}]\).

\( I \)  
Radiative intensity \([\text{W} \cdot \text{m}^{-2} \cdot \text{sr}^{-1}]\).

\( L \)  
Length [m].

\( p \)  
Pressure [Pa].

\( Pr \)  
Prandtl number [-].

\( P \)  
Power per unit volume \([\text{W} \cdot \text{m}^{-3}]\).

\( q \)  
Heat flux \([\text{W} \cdot \text{m}^{-2}]\).

\( Re \)  
Reynolds number [-].

\( S_i \)  
Momentum source term \([\text{N} \cdot \text{m}^{-3}]\).

\( t \)  
Time [s].

\( T \)  
Temperature [K].

\( u \)  
Streamwise velocity component \([\text{m} \cdot \text{s}^{-1}]\).

\( u_i, u_j \)  
Velocity vector \([\text{m} \cdot \text{s}^{-1}]\).

\( X, Y, Z \)  
Cartesian coordinates [m].

\( x_i \)  
Coordinate vector (tensorial) [m].

\( y \)  
Distance to a wall [m].

Greek Symbols

\( \delta \)  
Channel half-width [m].

\( \delta_{ij} \)  
Kronecker delta operator [-].

\( \kappa \)  
Spectral absorption coefficient \([\text{m}^{-1}]\).

\( \lambda \)  
Thermal conductivity \([\text{W} \cdot \text{K}^{-1} \cdot \text{m}^{-1}]\).

\( \rho \)  
Gas mass density \([\text{kg} \cdot \text{m}^{-3}]\).

\( \tau_{ij} \)  
Viscous shear stress tensor \([\text{N} \cdot \text{m}^{-2}]\).

\( \Omega \)  
Solid angle [sr].

\( \nu \)  
Radiation wave number \([\text{cm}^{-1}]\) or kinematic viscosity \([\text{m}^2/\text{s}]\).

\( \theta \)  
Polar angle [sr].

\( \mu \)  
Dynamic viscosity \([\text{kg} \cdot \text{s}^{-1} \cdot \text{m}^{-1}]\) or cosine of polar angle [-].

Superscript

\( \overline{\cdot} \)  
Filtered quantities.

\( \tilde{\cdot} \)  
Mass-weighted filtered quantities.

\( \cdot' \)  
Mass-weighted fluctuating quantities.

\( SGS \)  
Subgrid-scale quantities.

\( a \)  
Absorbed quantities.

\( e \)  
Emitted quantities.

\( 0 \)  
Equilibrium quantities.

\( + \)  
Wall-scaled quantities or quantity in positive \(y\) direction.

\( - \)  
Quantities in negative \(y\) direction.
1. Introduction

Fully resolved Large Eddy Simulation (LES) of the inner layer of a wall-bounded turbulent flow requires highly resolved grids since the integral length scale becomes of the same order of magnitude as viscous scales in the close vicinity of the wall. The computational cost is then proportional to $Re^{2.4}$ [1]. Hence, fully resolved LES is impracticable for wall-bounded flows at high Reynolds number, encountered in most of engineering applications, due to the prohibitive cost. Several kinds of approaches are commonly used in order to alleviate these difficulties: A wall model prescribes the correct wall shear stress to the LES that is too poorly resolved close to the wall to estimate it accurately.

In hybrid RANS/LES, the simulation is switched from RANS in the inner layer to LES in the outer layer by the modification of the length scales [2, 3] or the use of a blending function [4, 5] in the turbulent transport model. In other wall models for LES, the wall stress is estimated by using an algebraic wall function or by locally solving a simplified RANS equation. These approaches correspond to equilibrium-stress model and Two-Layer Model (TLM), respectively.

The equilibrium-stress model has been firstly proposed by Deardroff [6]. It has then been successfully applied to turbulent channel flows and annuli flows [7]. However, this model is restricted to simple flows, since it implies the existence of a logarithmic layer. In order to widen its use to more complex flows, the original equilibrium model has been modified by considering...
inclination of the elongated structure in near wall region [8], pressure gradient [9, 10], buoyancy [11] or chemistry [12].

In two-layer models, turbulent boundary layer equations are resolved on a local embedded grid [13]. This approach has been extensively applied and assessed in different configurations [14, 15, 16]. Moreover, since all wall modeled LES unavoidably suffers from the numerical and sub-grid error at the first grid point close to a wall [14, 17], an effective strategy has recently been proposed by Kawai et al. [18] to increase the accuracy of the information transmitted from LES in the outer layer to the inner thin turbulent boundary layer equations.

A more detailed description of wall models for velocity is given in Refs. [19, 1, 14]. In order to deal with turbulent heat transfer and predict wall heat fluxes accurately, these wall models have to be extended to describe the thermal boundary layer as in [20, 21]. To the best of our knowledge, no wall model for LES has accounted for radiation effects, although radiation strongly modifies the temperature field in many applications, particularly in combustion processes at high pressure [22, 23, 24]. It has been recently shown [25] in coupled DNS-Monte Carlo simulations that radiation can significantly influence the temperature wall-law and the corresponding wall conductive heat flux. The temperature law is very different from the usual logarithmic law for strong radiation effects and has been observed to differ significantly under different radiative conditions. It is therefore unrealistic to hope for a general algebraic wall-law to account for these effects and a two-layer approach is then chosen. Besides, in order to predict the radiative field outside of the inner boundary layer, a reciprocal Monte-Carlo method is considered. The method is accurate and can be applied to complex geometries so that the proposed wall-model and its coupling with LES and the Monte-Carlo method remain general.

The objective of this study is to account for radiation effects in the inner layer wall model to accurately predict wall stress and heat flux. Here, a two-layer model is retained where, in the outer layer, LES is coupled to a radiation Monte Carlo method as in Ref. [25]. Coupled DNS-Monte Carlo results of Ref. [25] are considered to validate the proposed LES wall model. The fluid and radiation models in both layers are detailed in Sec. 2, followed by a description of coupling between the inner and outer layers. Separate validations of the different model components are presented in Sec. 3. Finally, in Sec. 4, fully coupled results assess the model accuracy.

2. Wall-modeled LES coupled to radiation

In all fluid simulations, LES is here carried out in the outer layer and the boundary inner layer is modeled by solving 1D balance equations. For radiation, a reciprocal Monte Carlo approach is implemented to estimate the radiative power at all LES grid points and an analytical radiative 1D model is developed for the inner layer. For both radiation and fluid models, a particular care is brought to the boundary conditions, especially between the inner and outer layers.

2.1. Fluid model

As shown in Fig. 1, an embedded grid is used in the inner layer. The inner layer model uses the velocity $u_{yw}$ and temperature $T_{yw}$ values computed by the LES model at a particular point characterized by the wall distance $y_w$. The wall stress $\tau_w$ and conductive heat flux $q_{cdw}$ computed by the inner layer model are then sent back to the LES solver.
2.1.1. Inner layer fluid model

As explained in Ref. [1], filtered equations in the inner layer are similar to averaged Navier-Stokes equations. Then, treating the unresolved inner layer \([0, y_w]\) as a thin equilibrium boundary layer \([15, 14]\) leads to the following equations

\[
\frac{d}{dy} \left( (\mu) + \langle \mu_t \rangle \right) \frac{d[u]}{dy} = 0; \quad \frac{d}{dy} \left( \langle c_p \rangle \left( \frac{\mu}{Pr} + \frac{\langle \mu_t \rangle}{Pr} \right) \frac{dT}{dy} \right) + \langle P^R \rangle = 0,
\]

(1)

where the angled brackets \(\langle \cdot \rangle\) and curly brackets \(\{\cdot\}\) denote Reynolds-averaged and Favre-averaged values respectively. \(u_t\) is the tangential velocity, parallel to the wall, and \(y\) is the distance to the wall. \(T\) is the temperature, \(P^R\) is the radiative power per unit volume. As in Ref. \([25]\), \(\mu\), the dynamic viscosity, and \(c_p\), the thermal capacity at constant pressure, are functions of temperature, while the molecular Prandtl number \(Pr\) is set to 0.71. \(\mu_t\) and \(Pr_t\) are the turbulent viscosity and the turbulent Prandtl number, respectively. \(\mu_t\) is computed using a mixing-length model \([26, 14]\),

\[
\langle \mu_t \rangle = \langle \rho \rangle \kappa y \sqrt{\langle \tau_w \rangle / \langle \rho \rangle } (1 - \exp(-y^+ / A^+))^2,
\]

(2)

where \(\kappa = 0.4\) and \(A^+ = 17\) are here chosen in order to retrieve the velocity logarithmic law in the low-Reynolds DNS cases that are considered for validation. \(\langle \rho \rangle\) is the gas density and \(\langle \tau_w \rangle\) the shear stress at the wall. The wall coordinate \(y^+\) is defined as

\[
y^+ = \frac{\langle \rho_w \rangle u_t \sqrt{\langle \tau_w \rangle / \langle \rho_w \rangle}}{\langle \mu_t \rangle}, \quad u_t = \frac{\langle \tau_w \rangle}{\langle \rho_w \rangle},
\]

(3)

where gas properties at the wall, \(\rho_w\) and \(\mu_w\), are used. In order to take into account the non-uniformity of the gas properties, an alternative semi-local coordinate \(y^*\) \([27]\) can also be used in
Eq. (2) instead of \( y^* \), where local gas properties are considered

\[
y^* = \frac{\langle \rho \rangle u^*_y}{\langle \mu \rangle}, \quad \langle \mu \rangle = \sqrt{\langle \tau \rangle} \frac{\langle \rho \rangle}{u^*_y}, \tag{4}
\]

The mixing-length models based on wall coordinate \( y^* + \) and semi-local coordinate \( y^* \) will subsequently be referred as standard and semi-local mixing-length models, respectively.

Three models for the turbulent Prandtl number are considered in the following. First, a constant value \( Pr_t = 0.9 \) which is a usual crude assumption in wall models. Secondly, in order to account for variation of \( Pr_t \) in the boundary layer, two different formula proposed in Ref. \cite{28}, both fitted from experimental data, are considered

\[
Pr_t = 2.00 \frac{Pr(\langle \mu_t \rangle / \langle \mu \rangle)}{Pr_t (\langle \mu_t \rangle / \langle \mu \rangle)} + 0.85, \tag{5}
\]

and

\[
Pr_t = \frac{1}{0.5882 + 0.228(\langle \mu_t \rangle / \langle \mu \rangle) - 0.0441((\langle \mu_t \rangle / \langle \mu \rangle))^2(1 - \exp(-5.165(\langle \mu_t \rangle / \langle \mu \rangle)))}, \tag{6}
\]

2.1.2. Outer layer LES

A low-Mach code, YALES2 \cite{29, 30}, is used for the Large Eddy Simulation (LES) of the main flow. The same numerical set-up as in Ref. \cite{25} is retained: A 4th-order central difference finite-volume scheme with a 4th-order time integration scheme.

Under the low-Mach number approximation, the spatially filtered instantaneous mass, momentum and energy balance equations write

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho \bar{u}_i)}{\partial x_i} = 0, \tag{7}
\]

\[
\frac{\partial (\bar{u}_i \bar{u}_j)}{\partial t} + \frac{\partial (\rho \bar{u}_i u_j)}{\partial x_j} = \frac{\partial \tau_{ij}^{SGS}}{\partial x_j} - \frac{\partial \rho}{\partial x_i} + \frac{\partial \tau_{ij}}{\partial x_j} + S_i, \tag{8}
\]

\[
\frac{\partial (\bar{h})}{\partial t} + \frac{\partial (\bar{h} \bar{u}_i)}{\partial x_j} = -\frac{\partial q_{j}^{SGS}}{\partial x_j} - \frac{\partial \rho}{\partial t} + \frac{\partial q_{j}}{\partial x_j} + P^e, \tag{9}
\]

where \( \rho \) is the pressure, \( u_i \) the velocity components and \( \bar{\cdot} \) and \( \tilde{\cdot} \) denote filtered and mass-weighted filtered quantities in the context of LES. The enthalpy per unit mass \( \bar{h} \) is expressed as \( h = \Delta h_0 + \int_{T_0}^T c_p(T') dT' \), where \( c_p \) is the mixture thermal capacity at constant pressure, \( T_0 \) a reference temperature and \( \Delta h_0 \) the corresponding standard formation enthalpy. \( \tau_{ij} \) and \( q_{j}^{SGS} \) are the viscous shear stress tensor and the conductive heat flux vector respectively. \( S_i \) is a driving force source term to obtain the intended bulk Reynolds number in channel flow simulations.

Based on the Sub-Grid Scale (SGS) eddy-viscosity concept, the SGS stress tensor \( \tau_{ij}^{SGS} = -\rho(\bar{u}_i \bar{u}_j - \bar{u}_i \bar{u}_j) \) and the SGS heat flux \( q_{j}^{SGS} = \rho(\bar{h} \bar{u}_j - \bar{h} \bar{u}_j) \) are modeled as

\[
\tau_{ij}^{SGS} = \frac{1}{3} \delta_{ij} \tau_{kk}^{SGS} = 2 \nu^{SGS} (\bar{S}_{ij} - \frac{1}{3} \delta_{ij} \bar{S}_{kk}), \tag{10}
\]

\[
q_{j}^{SGS} = -\lambda^{SGS} \frac{\partial \bar{T}}{\partial x_j}, \tag{11}
\]
where $\tilde{S}_{ij}$ is the filtered shear stress tensor. The Sigma model [31] is used for modeling the SGS kinematic viscosity $\nu^{\text{SGS}}$. The SGS thermal conductivity $\lambda^{\text{SGS}}$ is computed from the SGS Prandtl number $\text{Pr}^{\text{SGS}}$ which is set to 0.9

$$\lambda^{\text{SGS}} = \frac{\rho c_p \nu^{\text{SGS}}}{\text{Pr}^{\text{SGS}}} \quad (12)$$

2.2. Radiation model

For the radiation field, a Monte-Carlo method is used to calculate the radiative power field in the outer layer, i.e., at all the LES grid points. For the inner layer, the radiation field is analytically obtained from a one-dimensional model that uses the intensity field obtained from the Monte Carlo approach as a boundary condition for the point with wall distance $y_w$, where information from the LES grid is fed back to the wall model.

2.2.1. Monte Carlo approach

The general organization of the radiation model, based on a reciprocal Monte Carlo approach, has been detailed by Tessé et al. [32]. The precise approach used here is the Optimized Emission-based Reciprocity Monte Carlo Method (OERM) [33], as in Ref. [25]. This method allows the convergence to be locally controlled while it overcomes the drawback of the original Emission-based Reciprocity Method [32] in the cold region and greatly increases the computational efficiency. This method also allows the spectral anisotropic radiation intensity field $I_{\nu}^{\pm}(y, \mu_1)$ at any point of abscissa $y_w$ of the LES grid, required by the inner layer radiation model, to be determined, as detailed in Sec. 2.2.2 and Appendix.

2.2.2. Analytical radiation model in the inner layer

The opaque wall is isothermal at temperature $T_w$ and its emissivity $\epsilon_w$ is assumed isotropic. At any point $y$ of the inner layer, the radiative power per unit volume $P^R(y)$, difference between absorbed and emitted powers, writes

$$P^R(y) = P^a(y) - P^e(y) \quad (13)$$

$$P^e(y) = 4\pi \int_0^{\infty} \kappa_{\nu}(y) I_{\nu}^+(y) d\nu \quad (14)$$

$$P^a(y) = \int_0^{\infty} \kappa_{\nu}(y) \left[ \int_0^\theta I_{\nu}^-(y, \mu) 2\pi d\mu + \int_0^\theta I_{\nu}^+(y, \mu) 2\pi d\mu \right] d\nu \quad (15)$$

Figure 2: Definition of forward and backward intensities $I_{\nu}^+$ and $I_{\nu}^-$ ($\mu_1$ and $\mu_2$ are the cosine of polar angles $\theta_1$ and $\theta_2$, respectively; $y = 0$ and $y = y_w$ are the two boundaries of the 1D model).
where $\nu$ is the radiation wave number, $\mu$ is the cosine of the angle $\theta$ defined in Fig. 2, and $I^*_\nu(y)$ is the equilibrium spectral intensity at the temperature $T(y)$ associated with the current position $y$. The local spectral intensity in a positive $y$ direction $I^*_\nu(y, \mu)$, associated with $\mu > 0$, and the spectral intensity in a negative direction $I^*_\nu(y, \mu)$, associated with $\mu < 0$ are given by

\[
I^*_\nu(y, \mu) = \tau_{0y} \nu \nu I^*_\nu(0) + \int_0^y \kappa_\nu(y') I^*_\nu(y') \tau_{yy} \nu \nu \nu (\mu) \frac{dy'}{\mu} \]  

(16)

with: $y' < y$; $dy' > 0$; $\mu > 0$,

\[
I^*_\nu(y, \mu) = \tau_{yy} \nu \nu \nu \nu \nu (\mu) I^*_\nu(y_u, \mu) + \int_y^\infty \kappa_\nu(y') I^*_\nu(y') \tau_{yy} \nu \nu \nu (\mu) \frac{dy'}{\mu} \]  

(17)

where

\[
I^*_\nu(0) = \varepsilon_\nu I^*_\nu(T_w) - 2(1 - \varepsilon_\nu) \int_{-1}^0 I^*_\nu(0, \mu) \mu d\mu, \]  

(18)

and $\tau_{yy} \nu \nu \nu \nu$ is the directional spectral transmissivity between $y'$ and $y$ given by

\[
\tau_{yy} \nu \nu \nu \nu (\mu) = \exp[-\kappa_\nu(y', y)/\mu] \quad \text{with:} \quad \kappa_\nu(y', y) = \int_{y'}^\nu \kappa_\nu(y'' \mu) dy''. \]  

(19)

Here $\varepsilon_\nu(y', y)/\mu > 0$ is the spectral optical thickness between $y'$ and $y$ in the direction $\mu$ while $\kappa_\nu$ is the spectral absorption coefficient of the medium. Note that: i) $dy'$ and $\mu$ in Eqs. (16) and (17), and $\varepsilon_\nu(y', y)$ and $\mu$ in Eq. (19) are simultaneously positive or negative; ii) As the wall reflection is assumed diffuse, the intensity leaving a wall $I^*_\nu(0)$ is isotropic, whereas $I^*_\nu(y_u, \mu)$ the intensity entering the inner layer at abscissa $y_u$ is anisotropic.

By introducing the exponential integral function, detailed in Ref. [34], i.e.

\[
E_a(X) = \int_0^d \mu^{a-2} \exp(-X/\mu) d\mu \]  

(20)

and the generalized incomplete function defined by

\[
E_n(X, [\mu_j, \mu_{j+1}]) = \int_{\mu_j}^{\mu_{j+1}} \mu^{n-2} \exp(-X/\mu) d\mu, \]  

(21)

a discretized expression of the radiative power $P^P(y)$ is simply given by

\[
P^P(y) \approx 2\pi \int_0^\infty \kappa_\nu(y) \left\{ \sum_{j=1}^{N_y} E_2(\varepsilon_\nu(y, y_u), [\mu_j, \mu_{j+1}]) I^*_\nu(y_u, [\mu_j, \mu_{j+1}]) \right\} dy 
\] 

\[
+ 2\pi \int_0^\infty \kappa_\nu(y) E_2(\varepsilon_\nu(0, y)) I^*_\nu(0) dy 
\] 

\[
+ 2\pi \int_0^\infty \kappa_\nu(y) \left\{ \int_0^{y_u} \kappa_\nu(y') I^*_\nu(y') E_1(\varepsilon_\nu(y', y)) dy' \right\} dy 
\] 

\[-4\pi \int_0^\infty \kappa_\nu(y) I^*_\nu(y) dy. \]  

(22)
where $N_\mu$ is the number of angular sectors $[\mu_j, \mu_{j+1}]$ used to discretize the $2\pi$ steradians associated with the incoming intensity at a point $y_w$, $\overline{T}_\nu(y_w, [\mu_j, \mu_{j+1}])$ is the average value of $I_{\nu}^-(y_w, \mu)$ over the range $[\mu_j, \mu_{j+1}]$. 

The mean anisotropic spectral incoming intensity field $\overline{T}_\nu^-(y_w, [\mu_j, \mu_{j+1}])$ at any grid point $y_w$ is determined by the Monte Carlo method, as detailed in Appendix.

In this analytical radiation model in the boundary inner layer, the radiative power $P^R(x)$ is a function of the temperature field within the fluid inner layer model given by Eq. (1). It is then worth noticing that the effects of turbulence fluctuations on the radiative power are not accounted for within the inner layer only. In fact, these effects can indeed be neglected in channel flows with non-reacting gases where fluctuations of temperature remain moderate, as shown by Ref. [22] and by post-processing of DNS results in Ref. [25].

2.3. Coupling of inner and outer layers radiation and turbulence models

The purpose of wall-modeled LES is to overcome the under-resolution of the boundary inner layer, which leads to erroneous estimations of wall temperature and velocity gradients. For each LES grid point on the wall and each time step, the set of equations (1) combined with the analytical radiation model is solved with an iterative procedure and provides an accurate estimation of the wall stress $\tau_w$ and wall conductive heat flux $q_{cd,w}$. The procedure used to couple LES, Monte-Carlo model and the radiation and turbulence wall models is schematized in Fig. 3.

For each grid point on the wall, LES provides velocity $u_{yw}$ and temperature $T_{yw}$ at a distance $y_w$ from the wall to the 1D turbulence model. It also provides the resolved temperature field $T_{LES}$ to the Monte-Carlo method.

The Monte-Carlo method calculates both the radiative power $P^R_{MC}$, source term of the energy balance equation in LES, and the incoming intensities $\overline{T}_\nu^-(y_w, [\mu_j, \mu_{j+1}])$ required by the 1D radiation model.

Note that in the Monte Carlo method, when a ray enters the inner layer, the 1D-model temperature field from the previous iteration is used to determine the exchanged energy between the point initiating the ray and the inner layer. The accuracy of the results is then improved when compared to results associated only with the LES temperature field (much coarser in the near wall region).

Finally, the effect of delayed information between LES and both the wall model and radiation solver is here not investigated. Therefore, the coupling among LES, the Monte-Carlo method and the 1D wall model is carried out for each iteration of the LES solver. During the iterative procedure of the wall model between the 1D equations for the fluid fields and the 1D radiation model, the incoming intensity $\overline{T}_\nu^-(y_w, [\mu_j, \mu_{j+1}])$ specified by the Monte-Carlo method is fixed.

3. Separate validation of the turbulence and radiation wall model components

The previously described 1D turbulence wall model is a priori validated against DNS data from Ref. [25] accounting or not for radiation. This a priori study consists in comparing 1D profiles of averaged quantities predicted by the wall-model while taking some information from DNS cases.

1If $I_{\nu}^-(y_w, \mu)$ were isotropic the first term of the second member of Eq. (22) would be similar to the classical result of the second one.
DNS cases from Ref. [25] that are retained in this study are defined in Table 1. For cases A, B, C and D, the temperature of the two walls \(T_{w,b}\) and \(T_{w,c}\) are different, as shown in Fig. 4, and radiation is not accounted for. For cases A, B and C, the corresponding cases with radiation are named A\(_{RAD}\), B\(_{RAD}\) and C\(_{RAD}\) respectively and opaque wall emissivities are set to 0.8. Two different cases at one atmosphere, named D\(_{RAD03}\) and D\(_{RAD08}\), are considered for case D with wall emissivities of 0.3 and 0.8 respectively. The gas radiative properties are modeled by using the CK model [35] for atmospheric pressure cases and its weak absorption limit for cases at 40 atm.

The domain is defined in Fig. 4 with : \(\delta = 0.1m, L_X = 2\pi\delta, L_Y = 2\delta, L_Z = \pi\delta\). A non-reacting CO\(_2\)-H\(_2\)O-N\(_2\) gas mixture is considered and the molar fractions of CO\(_2\), H\(_2\)O and N\(_2\) are set to 0.116, 0.155 and 0.729 to mimic combustion exhaust gases. Similarly to Ref. [25], the dynamic viscosity \(\mu\) and thermal capacity \(c_p\) are computed as functions of temperature from the CHEMKIN package [36, 37] for the chosen mixture composition. The thermal conductivity \(\lambda\) is computed from the Prandtl number \(Pr= 0.71\).

In the following sections, different wall-model components are separately validated.

### 3.1. Validation of the turbulence wall model without radiation

An integration of Eq. (1), in which the wall friction stress and wall heat flux results of DNS are imposed as boundary conditions, leads to velocity and temperature profiles in the near wall region. Since the proposed mixing-length model is only valid in the inner layer, only results within the near wall region (0, 0.2\(\delta\)) are presented. The corresponding \(y^+\) values at \(y = 0.2\delta\) in wall coordinate are given in Tab. 2 for the different studied cases.

Velocity profile of case B that presents the most important wall temperature and gas properties variations is shown in Fig. 5. The velocity profile is under-predicted by the wall model based on standard mixing-length model, Eq. (3). The semi-local model, Eq. (4), enables to correct this
Figure 4: Computational domain of channel flow cases. \(X, Y\) and \(Z\) are the streamwise, wall-normal and spanwise directions. \(L_X, L_Y\) and \(L_Z\) are the dimensions of the channel case in each direction. \(\delta\) is the channel half-width. The lower wall (resp. upper wall) is at temperature \(T_{w,c}\) (resp. \(T_{w,h}; T_{w,h} \geq T_{w,c}\)). Periodic boundary conditions are applied along \(X\) and \(Z\).

Table 1: Channel flow parameters: Bulk Reynolds number \(Re_b\), Reynolds number based on the hydraulic diameter \(D_h = 4\delta\), wall temperatures and pressure. Cases without radiation A, B, C and D correspond to cases C1, C3, C4 and C2 in Ref. [25] respectively, and radiative cases A\(_{RAD}\), B\(_{RAD}\), C\(_{RAD}\), D\(_{RAD03}\) and D\(_{RAD08}\) to cases C1R1, C3R1, C4R1, C2R2 and C2R1 respectively.

<table>
<thead>
<tr>
<th></th>
<th>(Re_b)</th>
<th>(Re_{D_h})</th>
<th>(T_{w,c}) [K]</th>
<th>(T_{w,h}) [K]</th>
<th>(p) [atm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>5850</td>
<td>23400</td>
<td>950</td>
<td>1150</td>
<td>40.0</td>
</tr>
<tr>
<td>B</td>
<td>950</td>
<td>2050</td>
<td>950</td>
<td>2050</td>
<td>40.0</td>
</tr>
<tr>
<td>C</td>
<td>11750</td>
<td>47000</td>
<td>950</td>
<td>1150</td>
<td>40.0</td>
</tr>
<tr>
<td>D</td>
<td>5850</td>
<td>23400</td>
<td>950</td>
<td>1150</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 2: Wall normal distance \(\gamma^+\) in wall units corresponding to \(0.2\delta\) on both sides in each case.

<table>
<thead>
<tr>
<th></th>
<th>A(_{RAD})</th>
<th>B(_{RAD})</th>
<th>C(_{RAD})</th>
<th>D(_{RAD03})</th>
<th>D(_{RAD08})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cold side</td>
<td>77.3</td>
<td>78.2</td>
<td>115.7</td>
<td>133.6</td>
<td>144.6</td>
</tr>
<tr>
<td>Hot side</td>
<td>61.1</td>
<td>66.7</td>
<td>45.9</td>
<td>52.1</td>
<td>61.0</td>
</tr>
</tbody>
</table>
Figure 5: Mean velocity profile in wall units, i.e. \( u/u_\tau \), of case B (only the cold side) and Ref. [38] (circles: DNS reference data; black line: Semi-local mixing-length model; gray line: Standard wall mixing-length model). For the sake of clarity, curves of the different cases are translated.

effect. When temperature variations are negligible, both models are identical and perform accurately as shown in Fig. 5 for the DNS case from Ref. [38] characterized by constant temperature and a larger Reynolds number.

Regarding the temperature profile, the two mixing-length models and the three models of turbulent Prandtl number defined in Sec. 2.1.1 are investigated in Fig. 6. Best results are obtained using the semi-local mixing-length model and Eq. (6) for the turbulent Prandtl number.

These modeling conditions are henceforth retained. Velocity and temperature profiles for cases A and C are shown in Fig. 7. Very good agreement with DNS data is observed.

3.2. Validation of the turbulence wall model with prescribed radiative power field

In this validation case, the reference radiative power issued from the radiation Monte Carlo method coupled to DNS is also used in addition to the DNS wall friction stress and wall heat flux in Eq. (1).

Figure 8 shows that the complete wall model (semi-local mixing-length model, Eq. (6) for Pr, and radiative power source term) accurately predicts the temperature field for the two near wall regions of the three cases A\(\text{RAD} \), B\(\text{RAD} \) and C\(\text{RAD} \). Note that the results of wall models that do not account for radiative power source term strongly deviate from the DNS corresponding results, which indicates that in these three cases, radiation strongly modifies the mean temperature field within the inner layer.

3.3. Validation of the radiation wall model with prescribed temperature field

In order to validate the radiative analytical wall model, Eq. (22) is solved using the mean temperature profile obtained from DNS data in Ref. [25] and \( N_\mu \) spectral anisotropic incoming intensity values issued from the reference cases post-processing as explained in Appendix. The influence of the number of angular sectors \( N_\mu \) and of the wall distance \( y_w \) where anisotropic intensities are calculated is investigated. Results are shown in Fig. 9. The radiative power is accurately predicted with \( N_\mu = 2 \) at each value of \( y_w \) between 0.05\( \delta \) and 0.2\( \delta \). \( N_\mu = 2 \) is therefore used in the following. Note that results associated with \( N_\mu = 1 \) are practically acceptable.
Figure 6: Mean temperature profile in wall units, i.e. \( |T - T_w| / T_v \), with \( T_v = \|q_{cd}| / (\langle \rho \rangle c_p u) \), on the cold side of case B (circles: DNS data from Ref. [25]; black lines: Semi-local mixing-length model; gray lines: Standard mixing-length model; dashed-dotted line: Constant Pr; dashed line: Eq. (5) for Pr; plain line: Eq. (6) for Pr).
4. Results of the turbulence and radiation wall models fully coupled with LES and Monte Carlo method

In this section, the turbulence and radiation wall models are fully coupled to LES and Monte Carlo models for the same cases A to D as in the previous section without prior knowledge from the reference DNS cases. For all these cases, the LES grid consists of $36 \times 36 \times 36$ points and the first off-wall point locates at $y^+ = 15$, while all the other grid spacings are uniform. The wall model, defined by Eqs. (1, 22), is resolved at each point on the wall on a local embedded grid (see Fig. 1). Given first guesses of the wall shear stress and wall heat flux, this set of equations is iteratively solved while ensuring grid convergence.

4.1. Cases without radiation

When coupling LES and wall models, numerical and sub-grid model errors at the first few points near the wall induce perturbations within the LES domain [14, 17], leading to the so-called "logarithmic law mismatch" [1]. The term "logarithmic law mismatch" specifically refers to cases where a logarithmic law is found for the velocity profile. A similar mismatch between the wall modeled LES and the reference results can also be observed for the temperature profile of the different cases studied here, where the temperature law is not logarithmic as soon as radiation is accounted for.

In order to reduce this error, Kawai et al.[18] have proposed to place the feedback point of the wall model, placed at the wall distance $y_w$, further away from the wall than the first off-wall LES grid point. Following this approach, different $y_w$ positions are compared, i.e. $y_w$ located at the first point, second and third off-wall points, denoted case Y1, Y2 and Y3 respectively. The corresponding embedded grids, which are stretched along the wall normal direction, contain 30, 60 and 100 points.

Figure 10 shows that, for case A, the case Y3 presents the best agreement for both $u^+$ and $T^+$ profiles as expected. This trend is retrieved for wall friction stress $\tau_w$ and conductive heat flux...
Figure 9: Radiative power in W.m$^{-3}$ on the cold side of case B with $y_w = 0.05\delta$ (a), $y_w = 0.1\delta$ (b) and $y_w = 0.2\delta$ (c) (circles: DNS data from Ref. [25]; dashed-dotted line: $N_\mu = 1$; dashed line: $N_\mu = 2$; plain line: $N_\mu = 3$).
Figure 10: Mean velocity (a) and mean temperature (b) profile in wall units on the cold side of case A (circles: DNS data from [25]; dashed-dotted line: Y1; dashed line: Y2; plain line: Y3).

$q_{cd}$ values shown in Tab. 3. The feed back point position does not affect the root mean square (rms) profiles of $u$, $v$, $w$ and $T$ (see Fig. 11). Henceforward, the third off-wall point is retained as a feed back point.

Results for cases B and C are presented in Fig. 12 and Tab. 3 demonstrating the relevance of this choice.

4.2. Cases involving radiation at high pressure

The finally proposed wall model based on semi-local mixing-length model, Eq. (6) for $Pr_t$, the radiation analytical model described in Sec. 2.2.2 and using the third off-wall point for coupling (case Y3) will be denoted as "new" wall model. In order to demonstrate the accuracy of this model, it is compared to a "standard" wall model based on standard mixing-length model and constant turbulent Prandtl number, that does not account for radiation effects within the inner layer. Note that this "standard" model is also coupled at the third off-wall point and that radiation is treated with the Monte-Carlo method in the outer layer. Results without any wall model are also presented.

DNS results for profiles of $u^+$ and $T^+$ in cases A_RAD, B_RAD and C_RAD are compared in Fig. 13 to those predicted by wall-modeled LES with the "standard" and "new" approaches. The velocity field is similarly reproduced by both models whereas the "new" model shows a significant improvement of the predicted temperature profile. Values of $\tau_w$ and $q_{cd}$ for the different cases are given in Tab. 4 where the same conclusion is retrieved. The wall radiative flux $q_{Rw}^*$, without its passive wall-wall component that accounts for radiative energy exchanged between walls while considering the transmissivity of the fluid region, is also given for the case A_RAD only, showing a fair agreement between the value predicted by the proposed wall model and the one from DNS results.

4.3. Case involving radiation at 1 atm

Cases A to C correspond to optically thick media at 40 atm, in which the effects of radiation are important. Case D, considered in this paragraph and defined in Tab. 1, deals with media at
Figure 11: Rms of velocity components $u$ (a), $v$ (b), $w$ (c) and temperature (d) in wall units on the cold side of case A (circles: DNS data from [25]; dashed-dotted line: Y1; dashed line: Y2; plain line: Y3).
<table>
<thead>
<tr>
<th></th>
<th>side</th>
<th>DNS</th>
<th>Y1</th>
<th>Y2</th>
<th>Y3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tau_w)</td>
<td>cold</td>
<td>1.63E-3</td>
<td>1.50E-3</td>
<td>1.54E-3</td>
<td>1.60E-3</td>
</tr>
<tr>
<td></td>
<td>hot</td>
<td>1.62E-3</td>
<td>1.55E-3</td>
<td>1.57E-3</td>
<td>1.61E-3</td>
</tr>
<tr>
<td>(q_{cd}^d)</td>
<td>cold</td>
<td>875</td>
<td>813</td>
<td>837</td>
<td>873</td>
</tr>
<tr>
<td></td>
<td>hot</td>
<td>875</td>
<td>813</td>
<td>834</td>
<td>870</td>
</tr>
</tbody>
</table>

Table 3: Comparison of mean wall shear stress \(\tau_w\) and wall conductive heat flux \(q_{cd}^d\) for cases A, B and C between wall-modeled LES (Y1, Y2, Y3) and DNS results from Ref. [25]. For case A, Y1, Y2 and Y3 correspond to wall-normal distances of 0.05\(\delta\), 0.098\(\delta\) and 0.156\(\delta\) respectively.

Figure 12: Mean velocity (a) and mean temperature (b) profile in wall units on the cold side of cases B and C (circles: DNS data from [25]; plain line: Y3). For the sake of clarity, curves of the different cases are translated.
atmospheric pressure. LES of the two cases D_{RAD03} and D_{RAD08}, with wall emissivities set to 0.3 and 0.8 respectively, with the "new" and "standard" wall models are compared with DNS data from Ref. [25].

Figure 14 (a) compares the $u^+$ profiles that are only shown on the cold side (similar on the hot side) and demonstrates that both models predict the correct result as in the high pressure cases. The same behavior is observed for the wall shear stress in Table 4.

Regarding the $T^+$ profiles (Figs. 14.b and 14.c) and wall conductive fluxes given in Table 4, the "new" model leads to the best agreement with DNS-Monte Carlo results compared to the "standard" model. However, since the radiation effects are weaker at 1 atm than at 40 atm, the difference between the results of the two wall-modeled LES are smaller than those at high pressure, especially on the cold side.

5. Conclusion

A wall model for LES has been proposed to take into account the effects of radiation within the turbulent boundary inner layer. The model follows a two-layer approach with an embedded grid for each point at the wall. It is composed of 1D equilibrium thin boundary layer equations that are solved on each embedded grid along with mixing-length and turbulent Prandtl models and an analytical expression of the radiative source term within the inner layer.

First results have shown that: i) A semi-local scaling of the mixing-length is necessary to account for the variations of gas properties, such as mass density and dynamic viscosity, within the inner layer; ii) A non-constant turbulent Prandtl number, here Eq. (6), gives better results; iii) In the studied cases, the mean incoming intensity at the outer boundary of the wall model has required the discretization of the corresponding solid angle into at least two angular sectors to accurately account for anisotropy; iv) The point where information is transmitted from LES 19
Figure 14: Mean velocity profile in wall units on the cold side (a), mean temperature profile in wall units on the cold side (b) and hot side (c) of cases D_RAD03 and D_RAD08 (circles: DNS data from [25]; dashed-dotted line: No wall model; dashed line: Standard wall model; plain line: New wall model). Curves of the different cases are translated.
to the wall model has been moved away from the wall while remaining in the validity range of the wall-model. Here, the third grid point off the wall has been used in order to decrease the mismatch in the obtained wall laws due to numerical and sub-grid errors in the wall vicinity.

The LES is coupled to a reciprocal Monte-Carlo method in such a way that it could be done in any configuration to tackle radiation and turbulent flows. Here, the combination of the proposed wall model and LES/Monte-Carlo method is compared to DNS/Monte-Carlo results on turbulent channel flows. Coupled results are compared to those obtained with a standard wall model which does not account for radiation effects within the inner layer. Note that this standard model with LES and Monte-Carlo simulations is already quite advanced to accurately predict wall heat transfer in the presence of radiation. Nonetheless, coupled results for high pressure cases show that the new wall-model greatly improves the accuracy of the predicted results compared to a standard wall model. The same trend is retrieved in atmospheric cases even though the magnitude of difference is smaller than the one at high pressure.

Finally, it has been shown that accounting for radiation effects within the modeled boundary inner layer is necessary in several conditions, especially in high pressure applications, as soon as the radiative energy transfer is strong enough to modify the temperature wall law. Deeper investigation is nonetheless still necessary to fully characterize when such effects can be expected and therefore when the proposed wall model should be applied.
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Appendix : Determination of the incoming intensity field for the wall model

![Diagram showing how the mean incoming intensity is computed from the reciprocal Monte-Carlo method by using a virtual wall.](image)

Figure 15: Scheme showing how the mean incoming intensity $\bar{T}_w(y_w, [\mu_j, \mu_{j+1}])$, boundary condition of the wall model, is computed from the reciprocal Monte-Carlo method by using a virtual wall. $\mu_j$ and $\mu_{j+1}$ correspond to the cosine of angles $\theta_j$ and $\theta_{j+1}$ respectively.

As described in Sec. 2.2.2, the proposed wall model requires mean anisotropic spectral incoming intensities $\bar{T}_w(y_w, [\mu_j, \mu_{j+1}])$ at a grid point $y_w$ averaged over the solid angles corresponding
to the ranges $[\mu_j, \mu_{j+1}]$ as a boundary condition. The emission-based reciprocity Monte Carlo method defined in Ref. [25] is used in this paper. Consequently, the mean spectral intensities can easily be deduced from reciprocal emission phenomena issued from all the other cells of the system.

The precise used procedure described in Fig. 15 is the following: i) The grid point at wall distance $y_w$ is assumed to be a virtual opaque wall of temperature $T(y_w)$ and of arbitrary wall emissivity $\epsilon = 1$; ii) For each range $[\mu_j, \mu_{j+1}]$, a large number of shots are emitted in the Monte Carlo method from this virtual wall in a randomly determined direction with the cosine of polar angle within the range $[\mu_j, \mu_{j+1}]$, and in any elementary spectral range $\Delta \nu$; iii) The reciprocity method allows $\Phi_{\Delta \nu}(y_w, [\mu_j, \mu_{j+1}])$, the contribution to the radiative flux at the virtual wall associated with both $[\mu_j, \mu_{j+1}]$ and $\Delta \nu$, to be determined; vi) The absorbed flux at the wall $\Phi^n_{\Delta \nu}(y_w, [\mu_j, \mu_{j+1}])$, and consequently the mean spectral absorbed intensity $\overline{I}_a(y_w, [\mu_j, \mu_{j+1}])$, associated with $[\mu_j, \mu_{j+1}]$ and $\Delta \nu$ are then calculated as

$$\Phi^n_{\Delta \nu}(y_w, [\mu_j, \mu_{j+1}]) = \Phi_{\Delta \nu}(y_w, [\mu_j, \mu_{j+1}]) + \Phi^n_{\Delta \nu}(y_w, [\mu_j, \mu_{j+1}])$$

$$\overline{I}_a(y_w, [\mu_j, \mu_{j+1}]) = \frac{\Phi^n_{\Delta \nu}(y_w, [\mu_j, \mu_{j+1}])}{2\pi \int_{\mu_j}^{\mu_{j+1}} \mu d\mu \Delta \nu} = \frac{\Phi_{\Delta \nu}(y_w, [\mu_j, \mu_{j+1}])}{2\pi \int_{\mu_j}^{\mu_{j+1}} \mu d\mu \Delta \nu} + I_0^a(y_w);$$

v) The mean spectral incoming intensity $\overline{I}_i(y_w, [\mu_j, \mu_{j+1}])$ required by the wall model is then equal to $\overline{I}_a(y_w, [\mu_j, \mu_{j+1}])$, as the virtual wall absorptivity has been set to unity.
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Table 4: Comparison of mean wall shear stress $\tau_w$, wall conductive heat flux $q_{cd}^w$ and wall radiative flux $q_{R*}^w$ between wall-modeled LES (new, standard and no wall model) and DNS results from Ref. [25] (the wall-wall radiative flux is not included in $q_{R*}^w$).