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Comparison of optimization-based strategies for constrained control of Auto-Steering systems

Iris Ballesteros-Tolosana¹,² Sorin Olaru¹, Pedro Rodriguez-Ayerbe¹, Guillermo Pita-Gil², Renaud Deborne²

Abstract—This paper presents a comparison between two approaches addressing vehicle lateral dynamics control. In the framework of Auto-Steering for target tracking application, Model Predictive Control (MPC) and Interpolation Based Control (IBC) are studied on a similar model-based design. Both control strategies are of interest by their ability to treat problem constraints and actuator limits in a systematic manner, as well as their capability to include changes of the behavior when the speed of the vehicle changes, yielding a linear parameter varying system. Speed variation for the MPC controller brings an uncertain model, that will be described by a polytopic class of dynamics. Thanks to the online measurement of the parameter, the system dynamics will be computed at each sample time to solve the optimization problem. Parameter-dependent Lyapunov functions and positive set invariance theory are used to ensure stability and feasibility. Interpolation Based control is a different approach, whose principle is to use a control action constructed as an interpolation between two computed extreme values. Each time, two linear programming problems are solved, which makes this approach to be a suitable trade-off between performance and computation cost.

I. INTRODUCTION

In the recent years, Advanced Driving Assistance Systems (ADAS) have gained great importance in the automotive industry. These are complex control systems that are able to compensate or take control over the vehicle dynamics, in order to avoid potential dangerous situations, or spare the driver from tedious quotidian driving situations. Driving conditions are never the same, so it becomes a critical feature to come up with robust control strategies that always keep a correct performance and ensure the safety of the system by constraints handling. This study presents two different generic approaches for the control design of a vehicle Auto-Steering system, where the uncertainty produced by the variation on the speed is considered explicitly.

The exposition is organized as follows. Section II provides an overview of the auto-steering system and the dynamical model used. In the subsequent, the two studied methods are detailed: in Section III Model Predictive Control is considered and continuing with the study, Interpolation Based Control is applied in Section IV. After that, Section V shows simulations that have been carried out in order to test the methods and draw the conclusions in Section VI.
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II. AUTO-STEERING SYSTEM AND CONTROL PROBLEM FORMULATION

A. Auto-steering System

Several auto-steering control systems have been developed in the literature and industry. These active control systems act on the lateral vehicle dynamics control in order to offer safety, like the Lane Keeping Assistance [1] or Stability Control Systems [2], and comfort, such as Target Tracking or Lane Centering Assistance. All of them cooperate with the longitudinal vehicle dynamics control, that is an independent control system which will be in charge of the vehicle’s longitudinal speed, acceleration and distance with the preceding vehicle, if any. These longitudinal control variables are measured or estimated at each sample time and will be used as external parameters in the lateral control systems. This means that in the present work the control structure is divided in two parts, where lateral and longitudinal dynamics of the vehicle are assumed to be decoupled.

The auto-steer system object of study in this application case is comprised in the Traffic Jam Pilot (TJP), that is in charge of the vehicle steering angle at low speed when a target vehicle is detected, that is, the vehicle which runs ahead of our vehicle. The controller goal is to follow this target lateral position and yaw angle.

Fig. 1: Auto-steering system for target tracking

B. Linear parameter varying model for the controller design

Vehicle dynamics have been studied and targeted in different contexts, [3], [4], [5], being common knowledge in both mechanical and control fields. In [6] the commonly used models for vehicle steering control are outlined. In the present work, a dynamic model based on the interacting lateral forces between the vehicle and the road surface through the tires is used. The tire forces modeling is an extensive topic itself [7]. In this paper, linear and uncoupled tire forces
behavior is considered with the objective of control design for normal driving conditions. We are not interested in the control of the vehicle in large slip angles and other such extreme conditions [8].

The adopted dynamical model is based on the known bicycle model, as it exhibits a good compromise between complexity and performance. In [9] the lateral dynamics of a vehicle bicycle model moving along an infinite surface are given. However, in order to represent the dynamics of our system, it is convenient to locate the model in a different reference, that is, the target vehicle and a virtual perfect following vehicle (Fig.1). Thus $\psi$ will be related to the relative angle between the perfect following vehicle and the controlled one. Following this last remark we adopt $\psi_{rel}$ for this angle and denote by $y_{CoG}$ the lateral difference between the trajectory of the ego vehicle and the perfect following one. $y_{l_{cam}}$ stands for the lateral offset between our vehicle and the following vehicle, which is $\psi_{rel}$ holds by the vector of system states, outputs and in the control design methods considered next are appealing for this constraint handling capability, which allows the system to guarantee a correct performance and to work closer to the limits without running any risks. In practice the dynamical system has limitations with respect to the states, outputs, and in the control action, that is $x \in X$, $y \in Y$, $u \in U$ (3) where $X \subset \mathbb{R}^n$, $Y \subset \mathbb{R}^m$ and $U \subset \mathbb{R}^p$ are the bounded sets of admissible states, outputs and inputs, respectively, all of them containing the origin in their interior.

III. CONSTRAINED MODEL PREDICTIVE CONTROL

A. Problem formulation

A conventional Model Predictive Control (MPC) strategy is used [12]. Each time, a finite horizon Optimal Control Problem (OCP) is formulated, which in this case consists of solving a quadratic programming (QP) to minimize the control input rate along the prediction horizon subject to linear equality and inequality constraints.

$$\min_{\Delta U} J(\bar{x}_{k}, \Delta U) = \|\bar{x}_N\|^2_P + \sum_{k=1}^{N-1} \|\bar{x}_k\|^2_Q + \|\Delta u_k\|^2_R$$

$$\text{s.t. } \bar{x}_{k+1} = A(\nu_k)\bar{x}_k + Bu_k$$

$$y_k = C\bar{x}_k$$

$$\bar{x} \in \bar{X}, y \in Y, \Delta u \in \Delta U$$

$$\bar{x}_N \in \Omega$$

where $\Delta U = [\Delta u_{k+1}^T, \Delta u_{k+2}^T, \ldots, \Delta u_{k+N-1}^T]^T$, using an augmented state formulation, with $\bar{x}_k^T = [x_k^T, u_{k-1}^T]^T$ and considering the known velocity form, $\Delta u_k = u_k - u_{k-1}$,
which has additional interesting properties from the offset free tracking point of view [13]. $Q > 0$ and $R > 0$ represent respectively the positive definite state and input weighting matrices along the prediction horizon $N$ [14]. Moreover, a quadratic terminal cost and terminal set $\Omega$ associated to an stabilizing gain for the unconstrained system are considered to ensure system’s recursive stability and admissibility with respect to constraints and will be further studied in (III-B). Finally, in order to formulate this finite-time OCP, only the current speed is known (II-B), so the system matrices in (2) are computed at each sample time and are considered constant along the prediction horizon based on the measured $v_k$. This constant parameter profile along the prediction horizon is feasible with respect to the available information and preferable to a robust MPC design which is conservative from the performance point of view.

### B. Feasibility, cost function and stability

A classical construction for the guarantee of stability and recursive feasibility in predictive control is the use of the so-called terminal set - terminal cost in the design [15]. These constraints are intended to transform the cost function into a pseudo-infinite cost-to-go and thus play the role of a Lyapunov function for the closed loop system.

1) Terminal cost and stabilizing gain for the unconstrained system: Taking into account the parameter-varying nature of the dynamics, the terminal cost will be based on the construction of a parameter-dependent Lyapunov function. In [16] necessary and sufficient conditions for the computation of such functions are derived. Then, in [17] this formulation is modified in order to achieve a finite-time receding-horizon formulation, by means of enforcing a cost decrease leading to a parameter-varying terminal cost and a stabilizing control law for the unconstrained system. The LMI designed to obtain a parameter-dependent terminal cost for $\nu \in \mathbb{V}$ is recalled here for completeness. We point the interested readers to [17]–[18] for further discussions on the subject and proof for Lemma 1.

**Lemma 1:** Let the symmetric positive definite matrices $S_i$, $S_l$, $G_i$, $Y_l$, $Y_i$ of appropriate dimensions, be such that

$$
\begin{bmatrix}
    G_i + G_i^T - S_i & (A_i G_i + B Y_l)\begin{bmatrix} Y_i^T \\ Y_l \end{bmatrix} & G_i^T \\
    (A_i G_i + B Y_l) \begin{bmatrix} Y_i^T \\ Y_l \end{bmatrix} & S_l & 0 \\
    0 & 0 & R^{-1} \\
    Y_i & 0 & 0 \\
    G_l & 0 & Q^{-1}
\end{bmatrix}
> 0
$$

for all $i = 1, \ldots, n_v$ and $l = 1, \ldots, n_v$. Then $G_i$ is full rank and the parameter-dependent Lyapunov function is given by $P_i = S_l^{-1}$, and the parameter-dependent stabilizing gain by $K_i = Y_l G_l^{-1}$ which yields the stabilizing parameter dependent control law $u_k = \sum_{i=1}^{n_v} K_i(\nu) x_k$. $\square$

The number of degrees of freedom introduced in the problem through the matrices $G_i$, $S_i$, $S_l$ can be adapted to obtain a common Lyapunov function for all the parameter values, denoted $\bar{P}$, by imposing $S_l = S_l = S$ and $G_i = G$ or a parameter-dependent one $P(\nu)$, that will change depending on the current measured value of the speed.

2) Invariant sets: Set invariance theory is largely used in control applications [19], in order to assess critical features such as feasibility, stability or robustness.

**Maximal output admissible set (MOAS) [20]:** considering a constrained stable linear dynamical system $x_{k+1} = A_d x_k$, $y_k = C x_k$, a set $\Omega$ is output admissible if $x_0 \in \Omega$ implies that $x_k \in \Omega$ for all future times, $k > 0$ and no constraints violation takes place. This is equivalent to $\Omega = \{ x \in \mathbb{R}^n : C A_d^k x \in Y \}$. We are interested in transition matrices $A_d$, corresponding to the closed loop form, that is, $A(\nu) + B K(\nu)$ where the stabilization is done with the parameter-dependent gain $K(\nu)$ (Lemma 1). In [20] and [21], the properties of this kind of robust invariant sets are characterized and recursive algorithms are introduced in order to compute them.

Two MOAS have been computed, $\Omega_{\bar{P}} = \{ x \in \mathbb{R}^n : H_{\bar{P}} x \leq b_{\bar{P}} \}$ and $\Omega_{P(\nu)} = \{ x \in \mathbb{R}^n : H_{P(\nu)} x \leq b_{P(\nu)} \}$. Both are tested in the present study as terminal sets for the optimization problem (4). For $\Omega_{\bar{P}}$, the parameter-dependent stabilizing gain is obtained with the common Lyapunov function $\bar{P}$. $\Omega_{P(\nu)}$ is computed using a parameter-varying control based on the parameter-varying Lyapunov function $P(\nu)$. As expected, $\Omega_{\bar{P}}$ proves to be quite restrictive ($\Omega_{\bar{P}} \subset \Omega_{P(\nu)}$). This is further analyzed in Section (V).

**N-step controlled invariant set (CIS):** given a positive invariant set $\Omega \subset \mathbb{X}$ with respect to a pre-defined control law, a set $C_N$ is N-step controlled invariant if any $x_0 \in C_N$ can be driven to $\Omega$ in N-steps while satisfying the constraints by applying admissible control inputs, $u_k \in U$. This set can be computed for the constrained LPV system (2), (3), by means of recursive pre-image set construction with respect to $\Omega$ and for each extreme realization of the polytopic uncertainty description [22], [23]. Such a N-step controlled set is denoted here by $C_N = \{ x \in \mathbb{R}^n : H_{C} x \leq g_{C} \}$.

If the procedure is initiated with a robust control invariant set $\Omega$ then $C_N$ is robust control invariant. Further details on such constructions and the available tools can be found in [21], [24].

In the case of lateral vehicle dynamics, the CIS characterization leads to a complex set in $\mathbb{R}^3$, and the computational load becomes excessive. Due to this limitations, the 3-steps controlled invariant set, $C_3$ will be used in the present study. In (Fig. 2, the MOAS $\Omega_{P(\nu)}$ and the CIS $C_3$ for the LPV system (2) is shown via cutting with the state constraints polyhedron $X (3)$. It can be seen that the limits for $\psi_{rel}$ are relatively small compared to the admissible values at the cutting values, so the initial conditions for this state will highly condition the feasibility of the control problem. The limits for the rest of the states are close to the state constraints and are not showed here due to limited space.

3) Recursive feasibility: As mentioned above, the parameter $\nu(k)$ is known at each moment in time but no other information is available for the prediction, so the MPC problem is solved for the system related to the current speed, and considered constant along the whole prediction horizon. This is an issue with respect to the recursive feasibility, which has to consider the worst case parameter variation.
Indeed, the tail of the optimal sequence would continue being feasible only if the speed is constant. In order to ensure recursive feasibility, one solution would be to take into account all the possible combinations of parameters realization along the prediction horizon. Nevertheless, this option would lead to a high computational load, as the number of possible prediction model combinations would increase exponentially with the prediction horizon length. In the present study we adopt a slightly different approach but that will not increase the computational burden. An additional constraint is considered in the nominal MPC problem (4): the one-step-ahead predicted state belongs to the robust controlled invariant set (III-B.2) \( x_{k+1} \in C_N \). This ensures that independently of the parameter evaluation on the next time step, the problem remains feasible. More than that, the fact that the predicted nominal trajectory enters in the terminal set, ensures the optimality on a pseudo-infinite horizon for the time-invariant prediction model.

IV. INTERPOLATION BASED CONTROL

This section introduces the main idea of a relatively novel constrained control approach [25], whose online computational load is much lower than in the previous method. The main idea is to apply a control action that is interpolated between the stabilizing unconstrained controller and the control in the controlled invariant set.

A. Problem formulation

The IBC technique is based on the fact that any state inside the CIS can be expressed as the linear combination of two states: \( x_k = \eta_k x_{c_k} + (1 - \eta_k) x_{o_k} \), where \( x_{c_k} \in \mathcal{C}_N \), \( x_{o_k} \in \Omega \) and \( 0 \leq \eta \leq 1 \).

In a similar way, the following control law is considered: \( u_k = \eta_k u_{c_k} + (1 - \eta_k) u_{o_k} \), where \( u_{c_k} \) is obtained by solving an (optimization-based) control problem which exploits the controlled-invariance and \( u_{o_k} \) will be obtained using a parameter-varying stabilizing feedback gain \( K(\eta_k) \).

In order to obtain the input signal \( u_k \), the first step is to compute the coefficient \( \eta_k \). In order to do so, a nonlinear optimization problem is build, whose objective will be to minimize this coefficient in order to be as close as possible to the unconstrained local controller.

\[
\eta_k^* = \min_{x_{c_k}, x_{o_k}, \eta_k} \{ \eta_k \} \quad \text{s.t.} \quad \begin{cases} H_C x_{c_k} \leq b_C \\ H_\Omega x_{o_k} \leq b_\Omega \\ x_k = \eta_k x_{c_k} + (1 - \eta_k) x_{o_k} \\ 0 \leq \eta_k \leq 1 \end{cases}
\]

To transform (6) in a LP, the following change of variables can be done [26]: \( r_{c_k} = \eta_k x_{c_k}, r_{o_k} = (1 - \eta_k) x_{o_k} \). Hence,

\[
\eta_k^* = \min_{r_{c_k}, r_{o_k}} \{ \eta_k \} \quad \text{s.t.} \quad \begin{cases} H_C r_{c_k} \leq \eta_k b_C \\ H_\Omega (x_k - r_{c_k}) \leq (1 - \eta_k) b_\Omega \\ 0 \leq \eta_k \leq 1 \end{cases}
\]

Once the optimal interpolation factor \( \eta_k^* \) is known, the states \( x_{c_k} \) and \( x_{o_k} \) are also obtained as a by-product. The only missing element is the admissible input signal corresponding to \( x_{c_k} \), that is, an input signal \( u_{c_k} \) that will keep a state that belongs to the border of \( \mathcal{C}_N \) inside it. A simple one-step optimization problem constructs this control action by optimizing the contraction factor \( \gamma_k^* \):

\[
\gamma_k^* = \min_{u_{c_k}, \gamma_k} \{ \gamma_k \} \quad \text{s.t.} \quad \begin{cases} H_C (A_k x_{c_k} + B u_{c_k}) \leq \gamma_k b_C \\ H_\Omega u_{c_k} \leq b_U \\ 0 \leq \gamma_k \end{cases}
\]

with \( i = 1, 2, ... n_p \). As it can be seen, the IBC method consists of a pair of linear programming problems with \( n + 1 \) arguments, which are considerably simpler than the \( N \)-step MPC optimization (QP).

B. Stability and feasibility

The interpolation based control scheme ensures asymptotic stability for all initial states inside the controlled invariant set, \( \mathcal{C}_N \), with the interpolation factor \( \eta_k \) playing the role of a Lyapunov function on \( \mathcal{C}_N \setminus \Omega \). By exploiting the controlled-invariance properties of \( \mathcal{C}_N \) it can be shown that the problem (8) is always feasible, [26].

From the construction of the invariant set in (Fig.2), the strict inclusion of the CIS, \( \mathcal{C}_N \), in the state constraints was obvious and it could happen that the states to control lay out of its boundaries, which would bring up an unfeasible problem when solving (7) in \( X \setminus \mathcal{C}_N \). A simple way to avoid the unfeasibility for the states out of \( \mathcal{C}_N \), is to soften the constraints in order to contain the current state. The minimum scaled polyhedron \( \mathcal{C}_N' \) that contains the current system state \( x_k \) is computed from the original \( \mathcal{C}_N \) solving the following LP:

\[
\beta_k^* = \min \{ \beta \} \quad \text{s.t.} \quad H_C x_k \leq \beta b_C
\]

Once \( \beta_k^* \) is known, the scaled set for the current iteration is defined \( \mathcal{C}_N' = \{ x \in \mathbb{R}^n : H_C' x \leq b_C' \} \) with \( H_C' = H_C / \beta \) and \( b_C' = \beta b_C / \beta_k^* \). This artifact ensures the feasibility in (8) as long as the state constraints are feasible. However the stability will be guaranteed only for \( \beta^* < 1 \).
V. SIMULATION STUDIES AND ANALYSIS

In this section the two controllers derived in Sections III and IV have been tested on a extensive range of initial conditions. In order to present a relevant comparison for a usual configuration, a scenario with a trapezoidal profile of varying speed between [1-40 km/h] has been defined. The simulated vehicle will be running in a straight road while the ego vehicle is initialized at a perturbed initial state.

A. Basic analysis of the MPC feasibility

The safe behavior of the controller is a critical feature when driving an application in which human life is involved. We want to ensure robust feasibility of the problem from the design stage. For doing so, we have to be able to steer the system state to the terminal set $\Omega$ in $N$ steps ahead in time, fulfilling all the system input and output constraints no matter the (bounded) speed of the vehicle. This feature is influenced by three arguments of the MPC design: first, the initial conditions $x_0$. Second, the length of the prediction horizon $N$ and last, the size of the MOAS, $\Omega$. If we start at initial conditions that are far away from the MOAS, we will need to increase the prediction horizon, in order to get a feasible problem with $x_N \in \Omega$. At the same time, the size of the MOAS will make this task easier to achieve at the price of an increase complexity of the respective polyhedral set. This first test analyzes the influence of the prediction horizon length and the terminal set constraint size. For doing that, we have run a simulation starting from the possible maximum values of the initial conditions $x_0 = [0.05, 0.05, 0.2, 0.3, 0.15]^T$, checking which would be the necessary prediction horizon length in order to derive a feasible optimization problem when the terminal set is $\Omega_P$ or $\Omega_{P(\nu)}$. With the first MPC choice, the MPC has not been able to solve the problem, even considering a prediction horizon up to a prediction window of $N = 500$ steps, which would anyways yield a problem without a practical meaning, due to the huge dimension of the optimization problem. On the other hand, the MPC controller with $\Omega_{P(\nu)}$ provides a solution when $N \geq 173$. This is mainly due to the difference on the size of the terminal sets $\Omega$. In addition to this, it has been showed in Fig. 2 that the size of $\Omega_{P(\nu)}$ in the $\psi_{rel}$ dimension is very restrictive. That means that the domain of attraction for this state is relatively low, constraining the initial conditions for this angle at the 10% of its maximal value, 0.5[rad]. This means that this state will be the most sensitive from the prediction horizon point of view.

B. Analysis of the IBC feasibility

In this case the control technique is not affected by a prediction horizon but by the size and complexity of the positive invariant sets used in the formulation. This controller ensures feasibility to those points that belong to the original CIS, $C_N$ or the scaled one $C'_N$, (IV-B). In order to check the closed loop behavior, we have performed several simulations for a grid of initial conditions, varying from $[0, 0, 0, 0, 0]^T$ to the maximum values inside a $\mathbb{R}^5$ box. Four different IBC controllers have been tested. In Table I it can be seen that the use of a bigger MOAS, $\Omega_{P(\nu)}$, and the scaling technique for $C_N$ provides an improved feasibility.

<table>
<thead>
<tr>
<th>MOAS</th>
<th>$C_N$</th>
<th>$N^*$ feasible $x_0$</th>
<th>$N^*$ unfeasible $x_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega_P$</td>
<td>Fixed</td>
<td>50.76%</td>
<td>49.24%</td>
</tr>
<tr>
<td>Scaled</td>
<td>57.36%</td>
<td>42.63%</td>
<td></td>
</tr>
<tr>
<td>$\Omega_{P(\nu)}$</td>
<td>Fixed</td>
<td>80.24%</td>
<td>19.76%</td>
</tr>
<tr>
<td>Scaled</td>
<td>85.23%</td>
<td>14.77%</td>
<td></td>
</tr>
</tbody>
</table>

C. Numerical simulation

In order to allow a detailed analysis, a simulation case is presented together with the time-signals. The initial conditions have been fixed to $x_0 = [0.025, 0.02, 0.15, 0.25, 0]^T$, which represent a common situation in which the system would be activated. For the MPC, the prediction horizon has been fixed according to the time to collision, that is often fixed at 2[s]. This corresponds to $N = 200$ (II-B). Finally, just the acceleration phase is shown in the simulation. The first MPC (using $\bar{P}$ for the terminal cost formulation and $\Omega_P$ for the terminal set constraint) has a domain of attraction which makes the MPC policy unfeasible for this case study, being unable to solve the problem for such initial conditions, so it has been discarded from the test. At the same time, the IBC controller that use a fixed $C_N$ is not applicable: the initial point is out of the $C_N$, so the strategies that use a fixed $C_N$ are not applicable. In Figures 3, 4 and 5, the time-trajectory for the MPC controller using $\bar{P}(\nu)$ for the terminal cost formulation and $\Omega_{P(\nu)}$ for the terminal set constraint and the IBC using the scaling technique are shown. In Figure 6, the IBC interpolation factor is shown. It is interesting to note that $\eta_k = 0$ after 2.5 [s], implying that from that time instant, the state of the closed-loop system is in the invariant set $\Omega$. Its monotonic decrease and the positivity confirms the Lyapunov interpretation given in IV-B.

![Fig. 3: States trajectories](image)

VI. CONCLUDING REMARKS AND FUTURE WORK

Two approaches for the design of auto-steering target tracking control have been considered, when the system dynamics are described by a parameter-varying model where the parameter, vehicle’s speed, is bounded and measured.
On one hand the MPC has been tested, starting from a recognized technique with a mature theoretical background. The online resolution of an optimization problem in the available embedded control units for the ADAS becomes nowadays feasible due to the computational power available. As an alternative optimization-based control, the IBC proposes a computational complexity on a par with the one nowadays feasible due to the computational power available. As an alternative optimization-based control, the IBC proposes a computational complexity on a par with the one nowadays feasible due to the computational power available.

From the application point of view, the system studied in the present work has been simplified in order to provide an scenario where the attention is focused in the variation of the speed. There are more features which will be included in future controllers. These include actuator dynamics and additive disturbances, like wind forces acting on the vehicle or the curvature of the road.
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