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A piecewise affine control Lyapunov function for robust control

Ngoc Anh Nguyen\textsuperscript{1}, Sorin Olaru\textsuperscript{1}

Abstract—This paper presents the construction of a convex piecewise affine control Lyapunov function for constrained linear discrete-time systems, affected by bounded additive disturbances. Exploiting the properties of this control Lyapunov function, the closed-loop dynamics are shown to converge to a given full-dimensional robust positively invariant set. Moreover, the proposed method leads to a simple robust control algorithm which only requires solving a linear programming problem at each sampling instant. Finally, the controller design is illustrated via a numerical example.

I. INTRODUCTION

Lyapunov stability stands for a fundamental concept in control theory [23], since it has been applied in intensive studies related to both stability analysis and control design. Accordingly, control Lyapunov functions are usually employed to design controllers ensuring closed-loop stability in the sense of Lyapunov [20], [39]. Such control Lyapunov functions are usually chosen a priori with special properties. In the case of linear optimal control, suitable quadratic cost functions represent common control Lyapunov candidates, see for instance [1], [8], [10]. Also, polynomial control Lyapunov functions are used for linear/bilinear systems with nonlinear control laws in [37], [38]. Moreover, model predictive control (MPC) usually employs infinite horizon quadratic control Lyapunov functions, as shown in [9], [22], [24]. In case the underlying system is subject to constraints, such control Lyapunov functions should be determined such that the recursive feasibility is ensured. This problem is closely related to determining the feasible region.

One of the first studies on piecewise linear control Lyapunov functions for linear systems was presented in [16] for the nominal case, this result was subsequently extended for the robust case to cope with bounded additive disturbances and/or polytopic uncertainties in [6], [26], [35]. Although these studies lead to simple design formulations as linear programming problems, using these piecewise linear control Lyapunov functions cannot however provide explicitly the convergence region over which these functions are no longer strictly decreasing along the trajectories. Such a convergence region is usually known to be a robust positively invariant set. On the other hand, the recent study in [32] shows that a suitable convex lifting can ensure the convergence of the closed-loop dynamics to a given full-dimensional robust positively invariant set. Unfortunately, the closed-loop stability shown in this reference is not characterized in the sense of Lyapunov. In this paper, these drawbacks are resolved by means of a suitable construction of control Lyapunov function. More precisely, we present the construction of a convex piecewise affine control Lyapunov function which is more general than the piecewise linear family. Also, the constructed control Lyapunov function is able to ensure that the closed-loop dynamics converge to a given full-dimensional robust positively invariant set as time tends to infinity, leading to a simple control design procedure which only requires solving a linear program at each sampling instant. This result could be useful for systems with fast dynamics, e.g., active vibration system [14], [15].

II. PROBLEM SETTINGS

In this paper, we consider a linear time-invariant system, affected by additive disturbances:

\[ x_{k+1} = Ax_k + Bu_k + w_k, \]

where \( x_k \), \( u_k \), \( w_k \) denote the state, control variable and additive disturbance at time \( k \). These variables satisfy

\[ x_k \in \mathcal{X}, \; u_k \in \mathcal{U}, \; w_k \in \mathcal{W}, \]

where the constraint sets \( \mathcal{X} \subset \mathbb{R}^{d_x}, \mathcal{U} \subset \mathbb{R}^{d_u}, \mathcal{W} \subset \mathbb{R}^{d_w} \) are assumed to be polytopes, containing the origin in their interior, for given \( d_x, d_u \in \mathbb{N}_{>0} \). This system is assumed to satisfy the following assumption.

Assumption 1: The pair \((A, B)\) is controllable.

In the sequel, the aim is to construct a control Lyapunov function, usually referred to as a convex lifting [27]. More clearly, the control Lyapunov function presented in this paper represents the convex and piecewise affine properties, which is more general than the piecewise linear family as in [6], [26], [35]. Furthermore, this control Lyapunov function leads to a result stronger than the one presented in the above.
references, i.e., the closed-loop dynamics converge to a given full-dimensional robust positively invariant set as time tends to infinity.

III. CONSTRUCTION OF CONTROL LYAPUNOV FUNCTION

Before presenting the main result, several important concepts will be recalled. They are instrumental in the proposed construction of control Lyapunov function. Positive invariance concept has been investigated in many studies [31–35, 7] and has been used in different control strategies. In case the system is affected by disturbances, the robust positive invariance concept is of use instead.

Definition 3.1: Given an admissible control law \( u = Kx \in \mathbb{U} \), a set \( \Omega \subseteq \mathbb{X} \) is called robust positively invariant with respect to system (1) subject to constraint (2) iff

\[
(A + BK)\Omega \oplus \mathbb{W} \subseteq \Omega.
\]

Such a controller \( u = Kx \in \mathbb{U} \) can be obtained by solving the discrete-time algebraic Riccati equation. This controller is only used to obtain a robust positively invariant set via existing algorithms [12], [21], [26], [36], which is an important element for the construction of a control Lyapunov function in this paper.

Another important component for the proposed construction is the feasible region. In this paper, we restrict our attention to a \( \lambda \)-contractive set for a given \( \lambda \in [0, 1) \). Its definition is recalled below.

Definition 3.2: Consider system (1) subject constraint (2). A set \( \mathbb{X} \subseteq \mathbb{X} \) is called \( \lambda \)-contractive for a given \( 0 \leq \lambda < 1 \), if there exists a control law \( u = \kappa(x) \in \mathbb{U} \) such that \((Ax + B\kappa(x)) \oplus \mathbb{W} \subseteq \lambda \mathbb{X}, \forall x \in \mathbb{X}\). The maximal \( \lambda \)-contractive set, denoted as \( P_\lambda \), is defined as the smallest set in \( \mathbb{X} \) containing all the \( \lambda \)-contractive sets in \( \mathbb{X} \). Algorithms for the computation of the maximal \( \lambda \)-contractive set are referred to [6], [19]. Throughout the rest of this paper, we will use \( P_\lambda \) as the feasible region and \( \Omega \) as the given robust positively invariant set. \( P_\lambda \) and \( \Omega \) are assumed to satisfy the following properties.

Assumption 2: \( \Omega, P_\lambda \) are full-dimensional polytopes and satisfy \( \Omega \subseteq P_\lambda \).

It is worth emphasizing that Assumption 2 is not restrictive, since one can choose a value of \( \lambda \in [0, 1) \) sufficiently large to satisfy \( \Omega \subseteq P_\lambda \). Given a robust positively invariant set \( \Omega \) and a constant \( \delta > 0 \), we define the following elements:

\[
\hat{V}_0 := \left\{ \begin{array}{l} [v^T \delta]^T : v \in \mathcal{V}(\Omega) \end{array} \right\} \cup \{0\} \subset \mathbb{R}^{d_\nu},
\]

\[
\hat{\Pi}_0 := \text{conv}(\hat{V}_0),
\]

\[
\tau(x) := \arg \min_{z \geq 0} \text{ s.t. } [x^T z]^T \in \hat{\Pi}_0. \tag{3}
\]

Important properties of function \( \tau(x) \), defined in (3), are presented in the following lemma.

Lemma 3.1: \( \tau(x) \), defined in (3),

1) is a convex, continuous, piecewise affine function;
2) satisfies \( 0 \leq \tau(x) \leq \delta \) for all \( x \in \Omega \);
3) satisfies \( \tau(x) = 0 \) only if \( x = 0 \);
4) satisfies \( \tau(x) = \delta \) for \( x \in \mathcal{V}(\Omega) \).

The proof is referred to Subsection VII-A for reading ease.

Remark 3.1: We remark that one can choose any value of constant \( \delta > 0 \) to construct \( \tau(x) \) as in (3) without affecting its properties shown in Lemma 3.1.

We now construct a control Lyapunov function \( \ell(x) \) defined over the maximal \( \lambda \)-contractive set. As will be clear later, function \( \ell(x) \) is required to be convex, piecewise affine and its values over the vertices of \( P_\lambda \) not belonging to \( \Omega \) are identical. More precisely, we need to give a suitable height \( h \) to the vertices of \( P_\lambda \) such that \( \ell(v) = h \) for all \( v \in \mathcal{V}(P_\lambda) \setminus \Omega \). Furthermore, function \( \ell(x) \) should satisfy \( \ell(x) = \tau(x) \) for all \( x \in \Omega \). These requirements will be of use later to prove the strict decrease of \( \ell(x) \) along the trajectories in \( P_\lambda \setminus \Omega \).

As proven in Lemma 3.1, \( \tau(x) \) defined in (3), is a piecewise affine function, thus let \( \{\Omega_j\}_{j \in \mathcal{I}_M} \) denote the polytopic partition of \( \Omega \) associated with \( \tau(x) \) (the definition of a polyhedral/polytopic partition is referred to [31]) and we denote \( \tau(x) \) as follows:

\[
\tau(x) = a_j^T x + b_j \quad \text{for } x \in \Omega_j, \tag{4}
\]

where \( a_j \in \mathbb{R}^{d_x}, b_j \in \mathbb{R}, j \in \mathcal{I}_M \) for a suitable \( M \in \mathbb{N}_{> 0} \). Define also the following function:

\[
\hat{\tau}(x) := \max_{j \in \mathcal{I}_M} a_j^T x + b_j \quad \text{for all } x \in \mathbb{R}^{d_x}. \tag{5}
\]

Obviously, function \( \hat{\tau}(x) \) is convex over \( \mathbb{R}^{d_x} \) by its definition. Moreover, this function possesses the following property.

Lemma 3.2: Function \( \hat{\tau}(x) \), defined in (5), satisfies \( \hat{\tau}(x) = \tau(x) \) for all \( x \in \Omega \).

Proof: As proven in Lemma 3.1, \( \tau(x) \) is a convex, piecewise affine function over \( \Omega \), accordingly it can also be represented by:

\[
\tau(x) = \max_{j \in \mathcal{I}_M} a_j^T x + b_j \quad \text{for all } x \in \Omega. \tag{6}
\]

Therefore, the definition of \( \hat{\tau}(x) \) in (5) satisfies \( \hat{\tau}(x) = \tau(x) \) for any \( x \in \Omega \).

The construction of a control Lyapunov candidate \( \ell(x) \) over \( P_\lambda \), satisfying the above requirements, is put forward in the sequel with respect to a given constant \( \epsilon > 0 \):

\[
h := \min_{z \geq 0} \text{ s.t. } \hat{\tau}(v) + \epsilon \leq z, \forall v \in \mathcal{V}(P_\lambda) \setminus \Omega, \]

\[
\hat{V} := \left\{ [v^T h]^T : v \in \mathcal{V}(P_\lambda) \right\} \cup \hat{V}_0, \]

\[
\hat{\Pi} := \text{conv}(\hat{V}), \tag{7}
\]

\[
\ell(x) := \arg \min_{z \geq 0} \text{ s.t. } [x^T z]^T \in \hat{\Pi}. \]

The construction of \( \ell(x) \) in (7) requires solving parametric linear programming problems, which can be performed by means of existing algorithms in [2], [13], [33], [34]. This function represents the following properties.

Lemma 3.3: Function \( \ell(x) \) defined in (7) is convex, continuous and piecewise affine.

Proof: The proof follows similar arguments of claim 1) in Lemma 3.1.

For ease of presentation, let \( \{X_i\}_{i \in \mathcal{I}_N} \) for a suitable \( N \in \mathbb{N}_{> 0} \) denote the polytopic partition of \( P_\lambda \) associated with function \( \ell(x) \). It can also be proven that function \( \ell(x) \) represents a convex lifting for the polytopic partition \( \{X_i\}_{i \in \mathcal{I}_N} \).
The interested reader is referred to [27]–[29] for further details about the definition of convex lifting and the proof of the above observation.

We now prove that function \( \ell(x) \), defined in (7), satisfies the aforementioned requirements. This is formally stated in the following result.

**Lemma 3.4:** Function \( \ell(x) \), \( h, \delta \) satisfy:
1) \( h > \delta > 0 \);
2) \( 0 \leq \ell(x) \leq h \) for all \( x \in P_\lambda \);
3) \( \ell(x) = h \) for all \( x \in \mathcal{V}(P_\lambda \setminus \Omega) \);
4) \( \ell(x) = \tau(x) \) for all \( x \in \Omega \);
5) \( \ell(x) > 0 \) for all \( x \in P_\lambda \setminus \{0\} \);
6) \( \ell(x) > \delta \) for \( x \in P_\lambda \setminus \Omega \);
7) \( \ell(\beta x) \leq \beta \ell(x) \) for all \( 0 \leq \beta \leq 1 \) and all \( x \in P_\lambda \).

The proof is presented in Subsection VII-B.

**Remark 3.2:** Note that any value of \( h \) larger than the value obtained in (7) does not affect the properties of function \( \ell(x) \) shown in Lemma 3.4.

### IV. CONTROL DESIGN PROCEDURE

The construction and prominent properties of a control Lyapunov candidate have been presented in the preceding section. In this section, we prove that function \( \ell(x) \) defined in (7) satisfies the properties of a control Lyapunov function. Definition of a local input-to-state stability (ISS) Lyapunov function is referred to [18], [20]. Note that since \( \ell(x) \) satisfies the properties shown in Lemma 3.4, there always exist two suitable constants \( c_2 > c_1 > 0 \) such that

\[
\ell(x) \leq c_2 \|x\|_\infty \quad \text{for all} \quad x \in P_\lambda; \tag{8}
\]

the proof is referred to Lemma 5.1 in [30]. Therefore, to prove \( \ell(x) \) to be a control Lyapunov function, one needs to show that there exists a controller \( u = \kappa(x) \in \mathcal{U} \) for all \( x \in P_\lambda \) such that \( \ell(x) \) is strictly decreasing along the trajectories outside the given robust positively invariant set \( \Omega \). Such a controller is put forward in Algorithm 1.

**Algorithm 1** Control design procedure

**Input:** \( \ell(x), P_\lambda \);

**Output:** optimal control action \( u^*(x_k) \) at each instant.

1. Compute \( \ell(x_k) \).
2. Solve the following problem:

\[
\begin{align*}
\gamma^* (u_k^*)^T &= \arg \min_{\gamma, u_k} \\
\text{s.t. } \ell(Ax_k + Bu_k + w) &\leq \ell(x_k), \forall w \in \mathcal{V}(\mathcal{W}) \quad \text{(9)}
\end{align*}
\]

3. \( u^*(x_k) = u_k^* \).
4. \( k \leftarrow k + 1 \). Return to step 1.

We now return to prove that the convex lifting \( \ell(x) \) defined in (7) and the controller designed in Algorithm 1 satisfy the strict decrease of \( \ell(x) \) along the trajectories outside \( \Omega \). This is formally stated in the following proposition.

**Proposition 4.1:** Consider function \( \ell(x) \) defined in (7) and the controller designed in Algorithm 1, then for any \( x \in P_\lambda \setminus \Omega \), it satisfies:

\[
\ell(Ax + Bu^*(x) + w) < \ell(x), \forall w \in \mathcal{W}. \tag{10}
\]

**Proof:** Consider a vertex \( v \in \mathcal{V}(P_\lambda \setminus \Omega) \). According to the definition of \( P_\lambda \) in Definition 3.2, there exists a control action, denoted by \( u(v) \in \mathcal{U} \), such that

\[
Av + Bu(v) + w = \lambda P_\lambda, \forall w \in \mathcal{W}.
\]

Accordingly, for each \( w \in \mathcal{W} \), there exists a point \( y(w) \in P_\lambda \) such that \( Av + Bu(v) + w = \lambda y(w) \). Claims 7) and 3) of Lemma 3.4 yield

\[
\ell(Av + Bu(v) + w) \leq \lambda \ell(y(w)) \leq \lambda h = \lambda \ell(v). \tag{11}
\]

Otherwise, if \( v \in \mathcal{V}(P_\lambda \setminus \Omega) \), there exists a control action, also denoted by \( u(v) \in \mathcal{U} \), such that \( Av + Bu(v) + w \in \Omega \) for all \( w \in \mathcal{W} \), since \( \Omega \) is robust positively invariant. According to claim 4) of Lemma 3.4 and Lemma 3.1, we obtain

\[
\ell(Av + Bu(v) + w) \leq \delta = \ell(v). \tag{12}
\]

It can be observed that for any \( x \in P_\lambda \setminus \Omega \), there exists a region \( X_i \) of the polytopic partition \( \{X_i\}_{i \in I_N} \) of \( P_\lambda \), associated with \( \ell(x) \) such that \( x \in X_i \). As a consequence, \( x \) can be written in the form:

\[
x = \sum_{v \in \mathcal{V}(X_i)} \alpha(v)v, \quad \alpha(v) \geq 0, \quad \sum_{v \in \mathcal{V}(X_i)} \alpha(v) = 1. \tag{13}
\]

As \( x \in P_\lambda \setminus \Omega \), there exists at least one vertex \( v \in \mathcal{V}(X_i) \setminus \Omega \) such that \( \alpha(v) > 0 \) and subsequently \( \alpha(v)\ell(v) > 0 \), leading to the following:

\[
\ell(x) = \sum_{v \in \mathcal{V}(X_i) \setminus \Omega} \alpha(v)\ell(v) \tag{14a}
\]

\[
> \sum_{v \in \mathcal{V}(X_i) \setminus \Omega} \alpha(v)\lambda \ell(v) + \sum_{v \in \mathcal{V}(X_i) \cap \Omega} \alpha(v)\ell(v). \tag{14b}
\]

Note that inclusion (14a) is due to the fact that \( \ell(x) \) is affine over \( X_i \). On the other hand, inclusions (11) and (12) lead to

\[
\sum_{v \in \mathcal{V}(X_i) \setminus \Omega} \alpha(v)\lambda \ell(v) + \sum_{v \in \mathcal{V}(X_i) \cap \Omega} \alpha(v)\ell(v) \geq \sum_{v \in \mathcal{V}(X_i)} \alpha(v)\ell(Av + Bu(v) + w). \tag{15}
\]

According to the convexity of \( \ell(x) \), shown in Lemma 3.3, one obtains:

\[
\sum_{v \in \mathcal{V}(X_i)} \alpha(v)\ell(Av + Bu(v) + w) \geq \ell(Ax + B \sum_{v \in \mathcal{V}(X_i)} \alpha(v)u(v) + w). \tag{16}
\]

It is observed that \( u(v) \in \mathcal{U} \) for all \( v \in \mathcal{V}(X_i) \), therefore the convexity of \( \mathcal{U} \) yields \( \sum_{v \in \mathcal{V}(X_i)} \alpha(v)u(v) \in \mathcal{U} \), and subsequently the following inclusion:

\[
\ell(Ax + B \sum_{v \in \mathcal{V}(X_i)} \alpha(v)u(v) + w) \geq \ell(Ax + Bu^*(x) + w). \tag{17}
\]
Finally, incorporating the inclusions (14a)–(17), we conclude that \( \ell(x) > \ell(Az + Bu^*(x) + w) \), \( \forall w \in \mathbb{W}, \forall x \in P_\lambda \setminus \Omega \). The proof is complete.

We now investigate the behavior of the closed-loop dynamics if \( x \in \Omega \).

**Proposition 4.2:** Consider function \( \ell(x) \) defined in (7) and the controller designed in Algorithm 1, then any point \( x \in \Omega \) satisfies

\[
\ell(Az + Bu^*(x) + w) \leq \ell(x) + \ell(w), \quad \forall w \in \mathbb{W}.
\]

**Proof:** As \( x \in \Omega \), there exists a region \( \Omega_j \) in the polytopic partition \( \{ \Omega_j \}_{j \in \mathbb{N}} \) of \( \Omega \), associated with the \( \tau(x) \), such that \( x \in \Omega_j \). Region \( \Omega_j \) has its vertices as vertices of \( \Omega \) and the origin. Therefore, \( x \) can be written as follows:

\[
x = \sum_{v \in \mathcal{V}(\Omega_j)} \alpha(v)v, \quad \alpha(v) \geq 0, \quad \sum_{v \in \mathcal{V}(\Omega_j)} \alpha(v) = 1.
\]

Also, since \( \Omega \) represents a robust positively invariant set, then for any \( v \in \mathcal{V}(\Omega) \), there exists a control action \( u(v) \in \mathbb{U} \) such that \( Av + Bu(v) + w \in \Omega \) for all \( w \in \mathbb{W} \). In other words, inclusion (12) holds for any \( v \in \mathcal{V}(\Omega) \). Accordingly, claim 4) of Lemma 3.4 leads to:

\[
\ell(x) = \sum_{v \in \mathcal{V}(\Omega_j)} \alpha(v)\ell(v) \geq \sum_{v \in \mathcal{V}(\Omega_j) \setminus \{0\}} \alpha(v)\ell(Av + Bu(v) + w).
\]

If one chooses \( u(0) = 0 \), then inclusion (20) yields

\[
\ell(x) + \ell(w) \geq \ell(x) + \alpha(0)\ell(w) \geq \sum_{v \in \mathcal{V}(\Omega_j)} \alpha(v)\ell(Av + Bu(v) + w) \geq \ell(Az + Bu^*(x) + w).
\]

Note that inclusion (21b) follows the convexity of \( \ell(x) \) over \( P_\lambda \), while inclusion (21c) is derived from the convexity of \( \mathbb{U} \) and \( \sum_{v \in \mathcal{V}(\Omega_j)} \alpha(v)u(v) \in \mathbb{U} \).

The main result of the paper is formally stated in the following theorem.

**Theorem 4.3:** Given system (1) subject to constraint (2), the controller designed in Algorithm 1 guarantees the recursive feasibility and input-to-state stability.

**Proof:** The recursive feasibility is guaranteed by suitable \( \gamma \) according to Propositions 4.1 and 4.2. Also, Proposition 4.1 shows that \( \{\ell(x_k)\}_{k=0}^{\infty} \) is strictly decreasing outside \( \Omega \) and bounded in \([\delta, h]\), therefore \( \lim_{k \to \infty} \ell(x_k) = \delta \). Roughly speaking, \( x_k \) converges to \( \Omega \) as time tends to infinity, leading to the input-to-state stability in the sense of Lyapunov.

**Remark 4.1:** It is observed that inside \( \Omega \) the closed-loop dynamics still continue converging to the minimal robust positively invariant set with the same controller.

**Remark 4.2:** Since \( \ell(x) \) represents a convex piecewise affine function, then formulation (9) is a linear program. Accordingly, this control Lyapunov function leads to a simple control algorithm by only requiring the resolution of a linear programming problem at each sampling instant. Note also that explicit solution of (9) can be obtained and be implemented by means of the convex lifting concept as presented in [27]. However, the proposed method is rather convenient for small-dimensional systems like most of existing set-theoretic methods.

**V. Numerical Example**

To illustrate the proposed method, we consider the following model of a vibration attenuation system [15]:

\[
x_{k+1} = \begin{bmatrix} 0.5269 & 0.0166 \\ -43.0741 & 0.5182 \end{bmatrix} x_k + \begin{bmatrix} -0.0011 \\ -0.098 \end{bmatrix} u_k + w_k.
\]

Also, the state, control variable and disturbance are subject to the following constraints:

\[-\begin{bmatrix} 10 \\ 200 \end{bmatrix} \leq x_k \leq \begin{bmatrix} 10 \\ 200 \end{bmatrix}, \quad \|u_k\|_\infty \leq 100, \quad \|w_k\|_\infty \leq 0.1.\]

We choose the following controller \( u = \begin{bmatrix} -21.3082 \\ 0.7397 \end{bmatrix} \) to compute a robust positively invariant set \( \Omega \). Accordingly, the maximal output admissible set \( \Omega \) is computed and shown in Fig. 1, where the maximal 0.999—contractive set \( P_{0.999} \) satisfying Assumption 2 is also presented. One can also choose the minimal robust positively invariant set for \( \Omega \) to ensure a smaller impact of disturbances. On the other hand, a control Lyapunov function, computed with \( \delta = 1 \), \( \epsilon = 10^{-5} \), is shown in Fig. 2. It is shown therein that the controller designed in Algorithm 1 makes \( \ell(x) \) strictly decreasing along the trajectories outside \( \Omega \), leading to closed-loop stability in the sense of Lyapunov. The convergence of closed-loop dynamics to \( \Omega \) is more clearly illustrated in Fig. 1. It is worth emphasizing that Algorithm 1 is composed of 36 constraints in this example, while MPC method [25] with a quadratic cost function requires 62 constraints for the prediction horizon 10; an MPC problem with a 1/∞—norm cost function requires even more constraints. Finally, the numerical example of this paper is simulated in the environment of MPT 3.0 [17].

**VI. Conclusions**

This paper presented a method to construct a convex, piecewise affine control Lyapunov function for linear systems affected by bounded additive disturbances. This control Lyapunov function was shown to ensure that the closed-loop dynamics converge to a given robust positively invariant set. Also, it was shown to lead to a simple control design procedure as only requiring the resolution of a linear program at each sampling instant. Finally, the control design was illustrated via a numerical example.

**VII. Appendix**

**A. Proof of Lemma 3.1**

1) is a direct consequence of Theorems IV-3 and IV-4 in [11]. For claim 2), it is observed that any point \( [x^T \ z]^T \in \mathbb{R}^n \)
Also, the left equality in (23) holds only if \( \alpha(v) = 0 \) for all \( v \in \mathcal{V}(\Omega) \) and \( \alpha(0) = 1 \), leading to claim 3). On the other hand, as \( \tau(x) \) is convex over \( \Omega \), then it attains its maximal value \( \delta \) at the vertices of \( \Omega \), leading to claim 4).

**B. Proof of Lemma 3.4**

Any point \( x \in P_{\alpha} \) can be written as a convex combination of the vertices of \( P_{\alpha} \), i.e., \( x = \sum_{v \in \mathcal{V}(P_{\alpha})} \alpha(v)v \), \( \alpha(v) \geq 0 \), \( \sum_{v \in \mathcal{V}(P_{\alpha})} \alpha(v) = 1 \). Accordingly, we obtain:

\[
\sum_{v \in \mathcal{V}(P_{\alpha}) \setminus \Omega} \alpha(v)h + \sum_{v \in \mathcal{V}(P_{\alpha}) \cap \Omega} \alpha(v)\delta \\
\geq \sum_{v \in \mathcal{V}(P_{\alpha}) \setminus \Omega} \alpha(v)\epsilon + \sum_{v \in \mathcal{V}(P_{\alpha})} \alpha(v)\widehat{\tau}(v) \quad (24a) \\
\geq \sum_{v \in \mathcal{V}(P_{\alpha}) \setminus \Omega} \alpha(v)\epsilon + \widehat{\tau}(x) \quad (24b)
\]

Note that inclusion (24a) is obtained due to the definition in (7) and Lemma 3.2, while inclusion (24b) is due to the convexity of \( \widehat{\tau}(x) \). As a consequence, if one chooses \( x \in \mathcal{V}(\Omega) \) such that there exists at least one \( v \in \mathcal{V}(P_{\alpha}) \setminus \Omega \) satisfying \( \alpha(v) > 0 \), then we conclude that \( h \geq \epsilon + \delta > \delta \), leading to claim 1).

For claim 2), let us consider any point \( [x^T \ z]^T \in \tilde{\Pi} \), then it can be written in the following form:

\[
\begin{bmatrix} x \\ z \end{bmatrix} = \beta(0) + \sum_{v \in \mathcal{V}(\Omega)} \alpha_1(v) \begin{bmatrix} v \\ \delta \end{bmatrix} + \sum_{v \in \mathcal{V}(P_{\alpha})} \alpha_2(v) \begin{bmatrix} v \\ h \end{bmatrix} \\
\beta(0), \alpha_1(v), \alpha_2(v) \geq 0
\]

(25)

According to expression (25) and claim 1), we obtain:

\[
0 \leq z = \sum_{v \in \mathcal{V}(\Omega)} \alpha_1(v)\delta + \sum_{v \in \mathcal{V}(P_{\alpha})} \alpha_2(v)h \leq h, \quad (26)
\]

leading to claim 2).

Since \( \ell(x) \) is a convex function over \( P_{\alpha} \), it attains its maximal value \( h \), according to claim 2), at vertices of \( P_{\alpha} \). However, any \( x \in \mathcal{V}(P_{\alpha}) \cap \Omega \) satisfies \( \ell(x) \leq \delta < h \), as \( \alpha_2(v) = 0 \) for all \( v \in \mathcal{V}(P_{\alpha}) \) also fulfill expression (25) for \( x \in \Omega \). In other words, \( \ell(x) = h \) for \( x \in \mathcal{V}(P_{\alpha}) \setminus \Omega \), as stated in claim 3).

To prove claim 4), we note that

\[
h \geq \epsilon + \delta \geq \epsilon + \widehat{\tau}(v) \quad \text{for} \quad v \in \mathcal{V}(P_{\alpha}) \cap \Omega \quad (27a) \\
h \geq \epsilon + \widehat{\tau}(v) \quad \text{for} \quad v \in \mathcal{V}(P_{\alpha}) \setminus \Omega \quad (27b)
\]

where (27a) follows the proof of claim 1) and Lemma 3.2, while (27b) follows by its definition in (7). Accordingly, making use of expression (25) yields:

\[
z = \sum_{v \in \mathcal{V}(\Omega)} \alpha_1(v)\delta + \sum_{v \in \mathcal{V}(P_{\alpha})} \alpha_2(v)h \quad (28a) \\
\geq \sum_{v \in \mathcal{V}(\Omega)} \alpha_1(v)\widehat{\tau}(v) + \sum_{v \in \mathcal{V}(P_{\alpha})} \alpha_2(v)(\epsilon + \widehat{\tau}(v)) \quad (28b) \\
\geq \sum_{v \in \mathcal{V}(P_{\alpha})} \alpha_2(v)\epsilon + \widehat{\tau}(x) \geq \widehat{\tau}(x). \quad (28c)
\]

It is worth noting that inclusion (28b) follows as a consequence of (27a) and (27b), also inclusion (28c) is obtained by the convexity of \( \widehat{\tau}(x) \). We underline that inclusion (28c)
becomes equality only if \( \alpha(v) = 0 \) for all \( v \in V(P_J) \), leading to \( x \in \Omega \). Roughly speaking, \( \ell(x) = \tilde{\tau}(x) = \tau(x) \) only if \( x \in \Omega \), as proven in claim 4).

Claim 5) follows directly from inclusion (26), the left-hand side inequality becomes equality only if \( \alpha(v) = 0 \) for all \( v \in V(\Omega) \), \( \alpha(v) = 0 \) for all \( v \in V(P_J) \) and \( \beta(0) = 1 \). Otherwise, \( \ell(x) > 0 \) for any \( x \in P_J \rangle_0 \).

To prove claim 6), we note that for any \( x \in P_J \rangle_0 \), there exists a region \( X_j \) of the polytopic partition \( \{X_i\}_{i \in \mathcal{I}_J} \) such that \( x \in X_j \) and \( x = \sum_{v \in V(X_j)} \alpha(v)v \), \( \alpha(v) \geq 0 \), \( \sum_{v \in V(X_j)} \alpha(v) = 1 \). As \( x \in P_J \rangle_0 \) and \( 0 \in \Omega(1) \), the vertices of \( X_j \) do not include the origin, leading to \( \ell(x) \geq \delta \) for all \( v \in V(X_j) \) because \( V(X_j) \subseteq V(P_J) \cup V(\Omega) \). Also, \( x \not\in \Omega \), there exists at least a vertex \( v \in V(X_j) \) such that \( \alpha(v) > 0 \) and consequently \( \ell(v) = h > \delta \). As a consequence, it yields:

\[
\ell(x) = \sum_{v \in V(X_j)} \alpha(v)v \ell(v) > \sum_{v \in V(X_j)} \alpha(v)v > 0
\]

leading to claim 6).

Finally, claim 7) easily follows by the convexity of \( \ell(x) \), as proven in Lemma 3.3, i.e., \( \ell(\alpha x) \leq \ell(x) + (1-\beta)\ell(0) = \beta \ell(x) \). The proof is complete.
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