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ABSTRACT
Cyber physical systems are specified in a hybrid form, with discrete and continuous parts. Simulating such systems requires precise data and synchronization of continuous changes and discrete transitions. However, in the first design steps, missing information forbids numerical simulation. We present here a new qualitative language for qualitative simulation of cyber physical systems, which consists in computing the relationships between the system variables. This language is implemented in the Diversity symbolic execution engine to build the traces of the system. We apply this approach to the analysis of SysML models, using an M2M transformation from SysML to a pivot language, an M2T transformation from this language to Diversity and an analysis of the traces obtained by Diversity to build the qualitative behaviors of the system.
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1 INTRODUCTION
Embedded systems have become crucial in the industry, and their design leads to hybrid models of a whole system, which mix discrete and continuous parts. Simulating such complex systems requires precise data and computational power for detecting changes in the continuous values and synchronizing them with discrete transitions. However, in the early steps of the design, the numerical value of some parameters is not known yet, while it is already necessary to analyze the behavior of the system to make design decisions.

For continuous variables, the evolution laws are often described by differential equations. Qualitative simulation can be an alternative to numerical simulation for this kind of models to compute the qualitative behaviors of the system.

Its principle is the discretization of the domain of variation of the continuous variables, their derivatives and second derivatives, leading to a qualitative representation of their evolution: positive, negative, null, increasing, decreasing, constant, at a minimum etc. In this way, one can get a tree of abstract behaviors, each node describing the qualitative evolution of the variables. Combined with a model of the discrete part of the system, a discrete model of the behavior of the whole system is established, to which formal techniques can be applied.

However, sometimes the differential equations are not available, or some constants are not known yet. In this case, we can use an abstract model of the laws of evolution of the variables to perform the qualitative simulation. This qualitative model captures the variations of continuous variables and their causal links. For instance, precise values and differential equations are not necessary to predict that an object dropped in a gravitational field will fall down. Such a qualitative model of a continuous behavior can be described by an automata as discussed later.

In this article, we present a new language for qualitative simulation without differential equations, which relies on a qualitative constraint model describing the relationships between the system variables. This model of constraint is implemented in the Diversity tool in order to compute the qualitative traces of cyber physical systems.

We designed a profile for SysML to model our qualitative constraints, and use model driven engineering techniques such as QVTop [6] and Acceleo [5] in order to have a complete tool chain that takes a SysML model and produces a Diversity model. We add an analysis module in our tool chain to extract the qualitative behaviors of the systems from Diversity traces.

This article has two main parts: in the first one, we present the context of our work and our constraint execution model for qualitative simulation, in the second part we present how we designed the profile for SysML in this context.

2 QUALITATIVE SIMULATION OF CYBER PHYSICAL SYSTEMS
Cyber physical systems consist of continuous dynamic systems, discrete event systems and an interface that handles the interaction between both types of systems [12]. Such systems result from the hierarchical organization of monitoring/control systems, or from the interaction between algorithms for discrete planning and continuous control. These systems can be modeled using hybrid automata, which are defined by a set of continuous variables and states, and discrete transitions with guards and assignments to these variables.

Qualitative simulation comes from artificial intelligence, where it is used for reasoning about continuous aspects of systems. The goal is to reason about the behavior of a continuous variable without computing its value.

For Cyber physical systems, the model of the discrete part of the system is not influenced by the qualitative abstraction process. However, continuous variables and their derivatives are discretized in order to consider only their qualitative changes. Therefore, continuous behaviors become discrete transitions, and the resulting
system is entirely discrete and can be treated by traditional methods for the verification of discrete systems.

2.1 Principle of Qualitative Simulation
Qualitative simulation is based on the principle of discretization by partitioning the variation range of the continuous variables of the system and their derivative to compute their qualitative state (increasing, decreasing, constant etc.) This principle can be extended to the nth derivative to distinguish more qualitative states. Once the discrete states corresponding to this qualitative partitioning are created, we build the possible transitions between them by taking into account continuity and derivative constraints. For instance, each variable or derivative can not go from negative to positive without going through zero, and a variable can go from negative to zero or from zero to positive only if its derivative is positive etc. This limits the possibilities of evolution and thus reduces the size of the corresponding automaton. Finally, the differential equation system is abstracted into a transition system whose states are based on the partitioning of the changes of continuous variables and derivatives, and whose transitions are the physically possible evolutions between these states. The result of the qualitative simulation is an abstraction of the solutions to the differential equations system.

2.2 Types of Qualitative Simulation
Qualitative Simulation can be used according to two strategies [9]: qualitative simulation with differential equations, and qualitative simulation without differential equations. In the first approach, the differential equations are known, and tools like QEPCAD [3] are used to determine the conditions for a qualitative change. When a change is possible, the corresponding branch in the execution tree is tagged with the conditions, else it is cut.

In the second approach, the differential equations are not available (some constants are not known yet) or it is too difficult to deal with their complexity. In this case, we build a qualitative model of the equations by considering qualitative relations between the variables and their derivatives. Of course, the results are less precise than with the first approach, but this can be used at the first steps of the design. In this article, we deal with the second approach. We therefore use Diversity, which is a symbolic execution tool, to compute the qualitative behaviors of the model of a cyber physical system, combining the model of its discrete part and the discretized qualitative model of its continuous part.

2.3 Qualitative behaviors
The result obtained from qualitative simulation is a set of qualitative behaviors. Each qualitative behavior is an equivalence class representing detailed behaviors of the system and is composed of a set of qualitative contexts. As illustrated in Figure 1 a qualitative context includes: (1) a Control State (CS), here it corresponds to the state where both variables \( x \) and \( y \) have a null derivative; (2) a Path Condition (PC), which is the condition to reach the symbolic state from the initial state, here, both \( x \) and \( y \) are null; (3) a symbolic memory which associates to each variable an expression based on symbolic inputs. The \( \$ \) notation is used to index successive symbolic values.

### Figure 1: Execution Context

\[
EC = \begin{cases} 
CS : \text{Null}_{-} x, \text{Null}_{-} y \\
PC : x_{\sharp 1} = 0, y_{\sharp 1} = 0 \\
x_1 = x_{\sharp 0}, y_1 = y_{\sharp 0} \\
x = x_{\sharp 1}, y = y_{\sharp 1} 
\end{cases}
\]

2.4 Related Work
Kuipers' algorithm, which is the first contribution to qualitative simulation, and is implemented in QSIM [10], is based on an algebra of signs (negative, positive, null). Numerous improvements have been added to QSIM in order to address the combinatorial explosion of the number of predicted states caused by the addition of two entities with opposite sign:

- Methods for changing the level of description to add additional information in order to eliminate behaviors with no qualitative distinctions [11].
- Reasoning on “high order derivative” to provide curvature constraints [11] [4].
- Adding energy constraint that decomposes the system into a conservative part and a non conservative one [7].

The most famous tool for qualitative simulation is Garp3 [2]. It runs model fragments, which describe part of the structure and behavior of the system, and produces a state graph which contains all the possible transitions based on the relationships between entities that are described in the model fragments. Garp3 provides a language based on two principle operators: proportionality and influence. Proportionality deals with the derivatives of the variables: \( P+(Q_2, Q_1) \) causes \( Q_2 \) to increase if \( Q_1 \) increases and to decrease if \( Q_1 \) decreases. Influence deals with the value and the derivative: \( I+(Q_2, Q_1) \) causes \( Q_2 \) to increase if \( Q_1 \) is \( > 0 \), and to decrease if \( Q_1 \) is \( < 0 \). Here, we notice that there is a lack of expressiveness, for example, we can not model with these two operators the relationship between a second derivative and a value, for example we can not model that the weight \( p \) of an object is the product of its mass \( m \) by the gravitational acceleration \( g \) \((p = mg)\). Also, we need to add multiple thresholds to the operators besides the default ones which are 0, when the user is interested in some critical values other than 0.

Garp3 provides a state graph as a result of the qualitative simulation. This state graph describes all the possible qualitative behaviors of the system with all the variables included. However, sometimes the user want to ignore some variables and see the impact on the qualitative behaviors obtained. We therefore provide an incremental methodology allowing us to select the variables that we want to observe in order to establish the qualitative behaviors on.

In [14], Missier and Trave-Massuyes proposed a temporal filter based on order of magnitude representation and second order Taylor formula to evaluate the duration for qualitative states, in our case we are not interested in temporal information because we are in the first steps of the design; time is not critical at this stage. We therefore propose a new qualitative language based on a constraint qualitative model to enable the expression of multi level coupled variables with different thresholds representing the critical landmarks from a user point of view.
2.5 A new Constraint Execution Model for Qualitative Simulation

For improving the qualitative simulation without differential equations in Diversity, we developed a model of execution that constraints the evolution of the state variables, and computes their qualitative behavior.

![Figure 2: Qualitative changes based on symbolic integration](image)

2.5.1 Model Of Execution. In our previous work [13] we presented a symbolic execution model in which we integrate the derivatives of the state variables in a symbolic way. We use a simple Euler integration since we do not compute exact numerical values. We model each continuous state variable by six values: the current \( x \) and previous \( x_i \) values of the variable, the current \( \dot{x} \) and previous \( \dot{x}_i \) values of its first derivative, and its current second derivative \( \ddot{x} \). In this new model of execution, we add the previous second derivative \( \ddot{x}_i \), which is needed to integrate the first derivative. The symbolic integration with the Euler method, assuming a unitary integration step gives \( x = x_i + \dot{x}_i \), and \( \dot{x} = \dot{x}_i + \ddot{x}_i \).

With these rules, the qualitative value of a state variable is controlled by a state machine as illustrated in Figure 2. A similar automaton controls the change of the first derivative with respect to its previous value \( \dot{x}_i \) and the previous second derivative \( \ddot{x}_i \). Contrary to our previous work, these state machines are deterministic. For instance, in the \( > 0 \) state of \( x \), if \( x_i < 0 \) and \( \dot{x}_i = -x_i \), we go to the \( = 0 \) state, if \( \dot{x}_i > 0 \) or \( \dot{x}_i < 0 \), and \( \ddot{x}_i < x \), we stay in the current state.

In this paper, we present a constraint qualitative model in which we link the derivatives and the values of two state variables. We define four operators inspired from [2]:

- causally proportional: \( \text{CPROP} \)
- proportional: \( \text{PROP} \)
- causally inversely proportional: \( \text{CIPROP} \)
- inversely proportional: \( \text{IPROP} \)

We will use \( \text{thres} \) to give the threshold of the state variables.

2.5.2 PROP. This operator models the causal proportionality between the values of two different state variables. For example, \( x \text{ thres} 0 \) is \( \text{PROP} y \) \( \text{thres} 0 \) means that the sign of \( x \) and the sign of \( y \) have to be the same. Contrarily to \( \text{CPROP} \), a qualitative change in \( y \) is not necessary to enforce the proportionality. Compared to our previous work [13], where we had \( x = x_i + x_i \), we need to add a corrective term \( x_{C\text{or}} \) to \( x \) in order to fix the value of \( x \) when necessary. As a result \( x = x_i + x_i + x_{C\text{or}} \).

2.5.3 CPROP. This operator models the proportionality between the value of two different state variables. For example, \( x \text{ thres} 0 \) is \( \text{CPROP} y \) \( \text{thres} 0 \) means that the sign of \( x \) and the sign of \( y \) have to be the same. Contrarily to our previous work [13], where we had \( x = x_i + x_i \), we need to add a corrective term \( x_{C\text{or}} \) to \( x \) in order to fix the value of \( x \) when necessary. As a result \( x = x_i + x_i + x_{C\text{or}} \).

2.5.4 CIPROP. This operator models the inverse proportionality between the values of two different state variables. For example, \( x \text{ thres} 0 \) is \( \text{CIPROP} y \) \( \text{thres} 0 \) means that the sign of \( x \) and the sign of \( y \) are opposite, but a correction is enforced only when we detect a qualitative change in \( y \). If \( y_i = T_e \), \( y > T_e \) and \( x \geq 0 \), we have to fix the value of \( x \) to make it negative. Compared to our previous work [13], where we had \( x = x_i + x_i \), we need to add a corrective term \( x_{C\text{or}} \) to \( x \) in order to fix the value of \( x \) when necessary. As a result \( x = x_i + x_i + x_{C\text{or}} \).

2.5.5 IPROP. This operator models the inverse proportionality between the values of two different state variables. For example, \( x \text{ thres} 0 \) is \( \text{IPROP} y \) \( \text{thres} 0 \) means that the sign of \( x \) and the sign of \( y \) have to be opposite, but a correction is enforced only when we detect a qualitative change in \( y \). If \( y_i = T_e \), \( y > T_e \) and \( x \geq 0 \), we have to fix the value of \( x \) to make it negative. Compared to our previous work [13], where we had \( x = x_i + x_i \), we need to add a corrective term \( x_{C\text{or}} \) to \( x \) in order to fix the value of \( x \) when necessary. As a result \( x = x_i + x_i + x_{C\text{or}} \).

![Figure 3: Qualitative changes based on qualitative constraints](image)
2.5.7 Verification of the Relations. It is very important to know that our Constraint Qualitative Model is based on symbolic integration. So, when we set a corrective term in the execution model to bring back the affected variable of a relation to follow the cause variable, we are not sure that the relation is verified at the end of the execution. For instance, if we consider \( x \text{ thres}_0 \) is \( \text{PROP} \) \( y \text{ thres}_0 \). When \( y > 0 \) and \( x < 0 \), the corrective term is greater than 0 and \( x = x_r + \dot{x}_r + x_{\text{Cor}} \). However, \( x_r + \dot{x}_r < 0 \) and \( x_{\text{Cor}} > 0 \), so \( x \) may become \( > 0 \) or may stay \( \leq 0 \). In the symbolic execution, we will have these two paths. In order to tag the path in which \( x > 0 \), we use an automaton that observes the qualitative changes of \( x \) with respect to the relation, and tags the path in which the relation is verified, as illustrated in Figure 8. This automaton shows that if the value of \( x \) and \( y \) are proportional (they are both \( = 0, > 0 \) or \( < 0 \)), we are in a state in which the relation \( \text{PROP} \) is verified. In all the other cases, we are in a state in which the relation \( \text{PROP} \) is not verified. A quite similar automaton controls the verification of the \( \text{CPROP} \) operator but in this case it takes into consideration the qualitative changes of the cause variable of the relation. For the two other operators \( \text{IPROP} \) and \( \text{CIPROP} \), we have two other automata for verifying that the variables linked by the relations are inversely proportional. These two automata are based on the same principle that we have discussed before for the \( \text{PROP} \) and \( \text{CPROP} \) operators.

2.5.8 Implementation of the Qualitative Constraint Model. This execution model with qualitative constraints relies on several automata: the first one is the scenario automaton in which the user specifies the behavior of the system input and specifies the different
values of the current second derivative; the second automaton calculates the corrective term of the relations that model the interactions between the different state variables of the system, we have in fact as many automata calculating the corrective terms as there are relations; the third automaton keeps track of the qualitative value of the second derivative ($\hat{x}$), which is symbolically integrated from the previous second derivatives and the corrective terms linked to the second derivative; the fourth automaton keeps track of the qualitative value of the first derivative ($\dot{x}$), which is symbolically integrated from the previous first, second derivatives and the corrective terms linked to the first derivative; the fifth automaton keeps track of the qualitative value of the state variable ($x$), which is symbolically integrated from the previous value, first derivative and the corrective terms linked to the value; the sixth automaton computes the qualitative variation of the variable by observing the automata for the qualitative value of the variable, its derivatives, and their previous value in order to detect the different qualitative variation of the state variables ($\text{Constant}, \text{Increase}$...) as we have shown in our previous work [13]; the seventh automata computes the verification of the relations after setting the corrective term in the model execution; and finally, the eighth automaton models the controller specified by the user. This final automata observes the outputs of the qualitative Constraints Model and try to adjust the concerned state variables for the regulation of the system.

The order in which these automata are executed is important: we execute the automaton of the scenario first, then the automata of the relations, then the automaton for the second derivative, then the automaton for the first derivative, then the automaton for the value of the state variable, then the automaton for the qualitative behavior, then the automata of the verification of the relations and finally the automaton of the controller.

2.5.9 Qualitative Behavior Analysis. Our Constraints Qualitative Model is executed in Diversity [1] which is a symbolic execution engine developed at CEA LIST to produce symbolic scenarios corresponding to classes of system behaviors. Properties can be proved on this set of scenarios and concrete numerical tests can be generated from them. To guarantee termination or to limit the number of generated test cases, the size and the number of behaviors can be bounded, and redundant behavior detection can be used.

There are some traces found by Diversity that differ by a few sequences of states. This is due to the way Diversity detects Redundancy. During the symbolic execution of a model, Diversity builds a tree, each branch corresponding to a choice for the symbolic value of the variables. When Diversity finds an execution context that was met before, it cuts the execution of this branch, and makes it point to the state that was met before. This turns the tree into an execution graph, and makes it possible to capture infinite behaviors in a finite structure. However, depending on the order in which the variables change, the redundancy detection can be delayed, which creates several execution paths for the same physical behavior.

Diversity generates also traces that include all the possible paths from our Constraints Qualitative Model. Among these traces there are paths in which the relations are not verified. These traces need to be eliminated because they do not respect the relations that model the link between the different state variables of the systems.

That is why we need to filter the results of Diversity in order to keep only one path for each possible physical behavior which represents a real qualitative behavior of the cyber physical system. For that, our tool chain that we are going to present later, includes a module which filter the basic traces of Diversity and produces the real qualitative behaviors of the system depending on the variables that we want to observe on the simulation.

3 A SYSML PROFILE FOR QUALITATIVE SIMULATION

To make our approach usable by system designers, and to insulate them from changes in our execution model and input format, we have designed a profile for SysML as input language for qualitative simulation without differential equations. This makes the qualitative modeling of cyber physical systems in SysML easier and more expressive. We choose SysML because it allows the modeling of multi domain specifications. It is also used by a large community of engineers to model the system at the early design stages.

3.1 Presentation of the tool chain

We model a cyber physical system with a SysML model, on which we have applied our Qualitative Simulation Profile, using the Papyrus Eclipse plug-in. Then, we transform the SysML model using a QVT operational "model to model" transformation into a HyDiv model. HyDiv is a pivot meta-model that we designed to capture a high level representation of the cyber physical system, independently of the source model (we could use Simulink/Stateflow instead of SysML). We then use an Acceleo model to text transformation to transform the HyDiv model into Xlia, the input language of Diversity. In order to generate the qualitative behaviors, we add an analysis trace module that takes the basic traces generated by Diversity and applies some filters to eliminate the traces that we discussed above in Qualitative Behavior Analysis as shown in Figure 9. Compared to our previous work [13], we add the relation between variables, the Qualitative Simulation Profile for SysML and the trace analysis module. Also, we have updated the HyDiv model to support the relations between the states variables of the system.

![Figure 9: The Tool Chain](image-url)
3.2 The Qualitative Simulation Profile

**Block Extension.** In order to distinguish the different components of the system that we want to model in a qualitative way, we create three stereotypes: the *Qualitative System* to label the global system, the *Qualitative Block* to label the different component of the system and the *Scenario* to label the input component of the system as shown in Figure 10. A Qualitative system is composed of different Qualitative Block and a Scenario.

**State Machine Extension.** In order to distinguish the different state machines that models the behavior of the system and the input of the system, we create two stereotypes; the *ScenarioStateMachine* to label the state machine that models the behavior of the Scenario Block; the *SystemStateMachine* to label the state machine that models the behavior of Qualitative System as illustrated in Figure 11. The Classifier Behavior of the Qualitative System is a state machine that is tagged with the SystemStateMachine stereotype. We do the same for the Scenario, but in this case the classifier behavior is a state machine that is tagged with the ScenarioStateMachine stereotype.

**Property Extension.** In order to distinguish the different state variables of a Qualitative block, we create the *QualitativeStateVariable* stereotype which is composed of three attributes as shown in Figure 12;

- **order** to know the order of the state variables. The order is either *first* if we use only the first derivative of the state variable, or *second*, if we also use the second derivative of the state variable.
- **threshold** to know the different thresholds for the value of the state variable.
- **isContinuous** to know if the value that is specified in the order attribute is continuous or not.

A Qualitative Block contains different attributes tagged with the *QualitativeStateVariable* stereotype to precise the properties that our Constraint Model needs to configure the simulation. These attributes will have a *Qualitative Type* as type in order to use the different levels of description of a state variable as illustrated in Figure 13.

**Constraint Block Extension.** To express the continuous behavior of the cyber physical system in SysML, the designers use the parametric diagram. This type of diagram is used to model an equation using the *Constraint Block* component of SysML. In our case, we do not have the exact numerical equations, we have a qualitative model of the equations which is described by relations based on the different operators of our Constraint Model explained earlier in subsection 2.5. In order to make qualitative modeling without differential equations easier in SysML, we create the *QualitativeConstraintProperty* stereotype that will allow us to enter easily the threshold of the linked state variables as shown in Figure 14. The QualitativeConstraintProperty has two attributes;
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**CauseThres**, which is the threshold of the cause variable of the relation, and **effectThres**, which is the threshold of the affected variable of the relation. Also, we create a **Qualitative Constraints Library** that contains the four operators of our Constraint Model: CPROP, PROP, CIPROP and IPROP. Every operator has two attributes; **cause** and **effect** in order to specify the different variables of the relation as illustrated in Figure 15.

### 3.3 HyDiv Model

HyDiv is a textual domain specific modeling language for Cyber physical systems, implemented with Xtect. It provides us with a compact representation of the system which is decoupled from both the input formalism (SysML in this article) and the model of execution that will be used in Diversity. Figure 16 shows its meta-model. Compared to our previous work in [13], we add:

- **Relation** a class to model relations between the state variables, in which we find the cause and the affected variables of the relation.
- **Threshold** a class to model the threshold of state variables.
- **Scenario** a class in which the user specifies the behavior of the input scenario.
- **Controller** a class in which the user specifies the behavior of the control part of the system.

### 3.4 Trace analysis module

The trace analysis module is a Java application that takes the basic traces generated by Diversity as input and produces the qualitative behaviors of the cyber physical systems as output by applying some filters:

- **Mathematical filter** eliminates the paths that end with a state variable over its threshold while its first and second derivatives are negative. This corresponds to an increasingly decreasing variable that stays indefinitely above a finite threshold, which is mathematically impossible. The filter also eliminates the dual case of an increasingly increasing variable that stays forever below a finite threshold (value under the threshold, positive first and second derivatives).
- **Validation filter** eliminates the paths that end with at least one unsatisfied relation between state variables.
- **Observable Variable filter** merges the behaviors that are similar when we hide the variables that the user did not select for observation. The detailed behaviors are still available for inspection if the user wants to understand why we obtain these qualitative behaviors when observing only this set of variables.

![Figure 16: The HyDiv Meta Model](image)

**Figure 16: The HyDiv Meta Model**

### 4 USE CASE: COOLING SYSTEM

We applied our method to the cooling system shown in Figure 17. The cooling system is a basic system found in French nuclear power plants, which is used to provide cooling of auxiliary secondary circuits connected to the turbine process. This is a device for cooling several hot sources through an interface with a cold source, controlled by exchangers. It contains logical and analog parts. In this system, we have a **Heat** flow that enters from the Heat source component and tries to be cooled when it goes to the Cooling component. The Heat source produces a hot temperature **Thot** as output while the Cooling component produces a cold temperature **Tcold** as output. The main goal of this system is to regulate the Tcold temperature to be equal to a set temperature **Tc**. For that, we have to regulate the **Rate** of the cold water. Four state variables in the Cooling model were the primary subject of the simulation process study: the Heat (input for the Cooling system), the hot temperature of the circuit (input to exchangers), the cold temperature (output from exchangers) and the flow in the exchangers (given by the rate of the flow within an exchanger). All other parameters were assumed to be constant. In this system, we do not have the exact differential equations, we know only a qualitative model of these equations which could be modeled by our language in the form of relations:

- **relation 1**: **Thot** is CPROP **Heat**
- **relation 2**: **Tcold** is PROP **Thot**
- **relation 3**: **Thot** is PROP **Tcold**
- **relation 4**: **Tcold** is CIPROP **Rate**

Relation 1 models the fact that the variation of the **Heat** impacts the variation of the hot temperature **Thot** in a proportional way. We want to fix the temperature only when **Heat** changes, so we use the CPROP operator. Relations 2 and 3 model the fact that the hot temperature **Thot** and the cold temperature **Tcold** vary in a proportional way. We want to keep this relation all the time, so we use the PROP operator. The hot temperature **Thot** and the cold temperature **Tcold** influence each other in a acausal way, and we model this mutual influence by two relations; in relation 2, the variation of **Thot** impacts the variation of **Tcold**, and in relation 3, the variation of **Tcold** impacts the variation of **Thot**. Relation 4 models the fact that the qualitative change of the variation of the **Rate** makes the second derivative of the cold temperature **Tcold** change.

![Figure 17: General Principle of the Cooling System](image)
in a opposite way. When the Rate of the cold water increases, the cold temperature \( T_{cold} \) has a tendency to decrease, so the second derivative \( \ddot{T}_{cold} \) is negative. When the Rate of the cold water decreases, the cold temperature \( T_{cold} \) has a tendency to increase, and the second derivative of \( \dddot{T}_{cold} \) is positive.

4.1 SysML Model of the Cooling System

4.1.1 Architecture of the Cooling System. The architecture of the cooling system is modeled in a Block Definition Diagram in SysML as shown in Figure 18. The cooling system which is a QualitativeSystem is composed of three QualitativeBlock: the HeatSource block that contains a QualitativeStateVariable: Heat, the Cooling block that contains two QualitativeStateVariable: Thot and Tcold, the Regulation block that contains a QualitativeStateVariable: Rate and finally the Scenario block that contains the ScenarioStateMachine that specifies the variation of the Heat which is the input of the cooling system.

4.1.2 Regulation of the Cooling system. The regulation of the cooling system is modeled by a state machine as illustrated in Figure 19 with 4 states and 7 transitions:

- The \( t_0 \) transition sets the initial value of \( T_{cold} \) to \( T_c \)
- The \( t_1 \) transition flips the switch to Decrease_Rate if the value of \( T_{cold} \) is less than \( T_c \)
- The \( t_2 \) transition flips the switch to Constant_Rate if the value of \( T_{cold} \) equals \( T_c \)
- The \( t_3 \) transition flips the switch to Decrease_Rate if the value of \( T_{cold} \) still is less than \( T_c \)
- The \( t_4 \) transition flips the switch to Increase_Rate if the value of \( T_{cold} \) is more than \( T_c \)
- The \( t_5 \) transition flips the switch to Increase_Rate if the value of \( T_{cold} \) still is more than \( T_c \)

4.1.3 Behavior of the Cooling System. As said before, the continuous behavior of the cooling system is modeled by 4 relations. These relations can be specified in a parametric diagram as shown in Figure 20 where, for instance, Relation 1 has its cause attribute connected to the derivative of Heat in HeatSource, and its effect attribute connected to the derivative of Thot in Cooling. The thresholds of a relation are specified in the property of the operator as illustrated in Figure 21.

4.2 Qualitative Behaviors Obtained of the Cooling system

Running the trace analysis module on the basic traces generated by Diversity, we obtain 7 qualitative behaviors for the cooling system by observing just the \( T_{cold} \) variable. Figure 22 shows an oscillating behavior. The red color shows when a variable changes, the green one shows the Execution context (EC) toward which the last EC in the behavior loops back. \( T_{cold} \) is \( \neq T_c \) in EC3, then \( T_{cold} \) becomes \( > T_c \) in EC7, then becomes \( = T_c \) again in EC27, then becomes \( < T_c \) in EC29, and then we loop back to EC3 where \( T_{cold} = T_c \). Again. If we want to see the impact of the variation of \( T_{cold} \) on the other variables, we can add the first derivative of Rate as illustrated in Figure 23. In this Figure, we see that when \( T_{cold} > T_c \) in EC7, Rate is starting to increase (the first derivative of Rate is \( > 0 \) in EC9). When \( T_{cold} = T_c \) in EC27, Rate stops increasing (Rate = 0 in EC29). When \( T_{cold} < T_c \) in EC29, Rate starts decreasing (Rate \( < 0 \) in EC31). There is always a delay between the variation of \( T_{cold} \) and of Rate because the automaton that controls the variation of the Rate is executed at the end; this automaton observes the outputs of our Constraint Model and then changes the variables that we want to adjust. The complete column seen in Figure 22 and Figure 23, is used to record in hyperlink the traces that included all the states variables of the system from which we have extracted the qualitative behavior shown in the behavior field. Figure 24 shows an example of a complete qualitative trace. In this figure, we see all the state variables of the system: Heat, Thot, Tcold, Rate and also the verification of the relations in the verification column. We see clearly that the EC toward which the last EC loops back differs from Figure 22 (EC3), Figure 23 (EC7) and Figure 24 (EC29). Although these three Figures represent the same qualitative behavior; Figure 22 is refined by Figure 23 and Figure 23 is refined by Figure 24. The detection of loop back (EC) depends on the observed variables.

5 CONCLUSION

We have presented a new constraint execution model for the qualitative simulation of cyber physical systems with only a qualitative model of the equations, with a new symbolic integration of the
derivatives of the state variables that takes into account the corrective term introduced by the relations between state variables that model the continuous behavior of the system. We compute only qualitative values for the state variables by partitioning their domain into regions according to their symbolic thresholds. We compute the derivatives of the state variables by partitioning their domain into NEGATIVE, NULL and POSITIVE.

Our constraint execution model is composed of several layers of state machines. The first one contains the scenario automaton in which the user specifies the behavior of the input of the system; the second one contains the automata that compute the corrective terms of the relations that model the interactions between the different state variables of the system; the third layer contains automata that keep track of the qualitative value of the second derivative ($\ddot{x}$) of each state variable, which is symbolically integrated from the previous second derivative and the corrective term linked to the second derivative; the fourth layer keeps track of the qualitative value of the first derivative ($\dot{x}$) of each state variable, which is symbolically integrated from the previous first and second derivatives and the corrective terms linked to the first derivative; the fifth layer keeps track of the qualitative value of each state variable ($x$), which is symbolically integrated from the previous value, first derivative and the corrective terms linked to the value; the
The qualitative behaviors produced by our tool chain can be used in co-simulation to validate other systems that interact with the cyber physical system. Indeed, co-simulation generally involves numerical simulators which often involve long computation time and which are necessarily configured only for specific scenarios, thus reducing the scope of exploration. In contrast, qualitative simulation provides a good abstraction of all system behaviors, which requires less computation time and thereby enables more exhaustive exploration.

There are obviously limitations to the analysis of cyber physical systems using qualitative simulation without differential equations, because behaviors that depend on specific numerical values of some parameters cannot be found. However, this approach can be applied to systems that cannot be analyzed because their differential equations are too complex to be analyzed. It can also be applied in the early phases of the design of a system, when some parameters or the exact form of the differential equations are not known yet.
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