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Abstract— In drug target interaction (DTI) the interactions 
of some (a subset) drugs on some (a subset) targets are known. 
The goal is to predict the interactions of all drugs on all targets. 
One approach is to formulate this as a matrix completion 
problem, where the matrix of interactions having drugs along 
the rows and targets along the columns is partially filled. So far 
standard matrix completion approaches such as nuclear norm 
minimization and matrix factorization have been used to 
address the problem. In this work, we propose a deep matrix 
factorization approach to improve the prediction results. 
Experiments have been performed on benchmark databases 
and comparison carried out with some state-of-the-art 
algorithms. Empirically our proposed deep method, 
outperforms all the techniques compared against.  

Keywords— matrix completion, deep learning, matrix 
factorization, drug target interaction 

I.  INTRODUCTION  

The traditional approach to verify interactions between drugs 
and target proteins relies on wet lab experiments. However, 
such experiments are costly, laborious and time consuming. 
Therefore, there is a need to complement wet lab experiments 
by computational means. Wet lab experiments still remain the 
gold standard, but by computational techniques one can 
narrow down the search space for the experiments to be 
conducted in such labs.  

 An important application of predicting drug target 
interactions (DTI) is drug repositioning. Repositioning means 
reuse of an existing drug developed to cure a certain disease 
for treating a new / different disease.  Obviously, in theory, 
the interactions can be found in wet labs, but the cost and time 
taken to find out all the targets for every drug would be 
humongous. Therefore, there is a need to use efficient 
computational techniques to reduce costs and accelerate the 
drug discovery process.  

One classic example of efficient repositioning is Gleevec 
(imatinib mesylate); this drug was originally thought to 
interact only with the Bcr-Abl fusion gene associated with 
leukemia. It was later discovered that Gleevec also interacts 
with PDGF and KIT, eventually leading it to be repositioned 
to treat gastrointestinal stromal tumors as well [1, 2]. A drug’s 
ability to interact with multiple targets may contribute to its 
polypharmacology (i.e. having multiple therapeutic effects), 

which is a clear motivation to apply computational DTIs on 
existing drugs. 

In the past, many approaches have been proposed towards 
computational DTI. We will briefly discuss them. This will 
help us in positioning our proposed work. 

At the onset, we discuss the similarity between the DTI 
problem and the problem of collaborative filtering (CF). CF 
is a standard problem in information retrieval. It is used in 
recommendations systems (e.g. in Netflix movie 
recommendations and Amazon product recommendations). It 
relies on a database of user’s and their ratings on items 
(movies, products, etc.). Obviously, not all the ratings are 
available; users typically rate only a small subset of items. 
The objective is thus to estimate the missing ratings, for all 
the users on all the items. If that can be done accurately, 
recommendation accuracy increases. The similarity between 
DTI and CF should be straightforward now; the drugs play 
the role of users and the targets play the role of items. The 
interactions are similar to the ratings. Over the years, many 
approaches originally developed for CF have been leveraged 
to solve the DTI problems.   

In both CF [3] and DTI [4, 5] the initial techniques were 
based on simple neighborhood-based models. To predict the 
interaction of a (active) drug on a target, the first step is to 
find out similar (neighbor) drugs by computing some kind of 
a similarity score. Once the neighborhood is obtained, the 
interaction values for the drugs in the neighborhood are 
weighted (by the normalized similarity score) to interpolate 
the interaction of the active drug on the target.  

The second approach was based on bipartite local models. 
In such models, a local model is built for every drug and 
target. For example, in [6], an SVM was trained to predict 
interaction of each drug on all targets and each target on all 
drugs. Finally, the decision from the two were fused. This is 
just an example, there are other techniques falling under this 
generic approach like [7, 8]. 

The third category is based on network diffusion models. 
One technique for DTI prediction based on such models relies 
on a random walk strategy on the network with a predefined 
transition matrix [9]. Another work falling under this 
category, predicts interactions by finding simple (without 
loops) connections between nodes of the network.  
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The fourth approach is based on matrix factorization. 
These techniques were originally developed for collaborative 
filtering [11]. It is assumed that the drugs and targets are 
characterized by latent factors. The probability of interaction 
is high when the latent factors match; i.e. when the inner 
product has a high value. Therefore, it is logical to express 
the interaction matrix as a (inner) product of drug and target 
latent factors. This allows matrix factorization (and its 
variants) to be applied [12, 13].   

The fifth and final approach is based on classification. 
The chemical / biological information is used to generate 
features for drugs and targets individually. The two features 
are then concatenated and the corresponding interaction is 
assumed to the class corresponding to this feature. Any 
standard classifier can be used for the final classification. In 
such class of techniques, the emphasis is put on different 
feature selection mechanisms [14, 15].  

In a very recent review paper [16] it was empirically 
shown that matrix factorization-based techniques yield by far 
the best results. Using this statement as an initial point, we 
propose to develop a deep technique for matrix factorization. 
In standard (shallow) matrix factorization, the data matrix is 
decomposed / factored into two factors / matrices. We extend 
this by allowing factorization into more than two; thus, 
making it deep. The ensuing problem is solved using the 
proximal alternating projections well-suited to tackle non-
convex problems with block structure.  

The relevant literature has already been reviewed in 
section I. In the following section II, the proposed approach 
will be discussed. The experimental results will be described 
in section III. Conclusions of this work and further extensions 
will be discussed in section IV.   

II. PROPOSED APPROACH 

A. Problem Formulation and Related Techniques 

Let us organize the drug target interactions as a matrix X. 
Along the rows are the drugs and along the columns are the 
targets. The entries in the matrix are the interactions. This 
matrix is partially observed, because not all drug target 
interactions are known. This is expressed as, 

Y R X= ⋅          (1) 

Here R is a binary sampling matrix having 1’s in positions 
where the interaction is known and 0’s elsewhere; Y is the 
available partially sampled DTI matrix.  

The objective is to estimate the matrix X given Y and 
knowing R. In factorization-based techniques such as [12, 
13], it is assumed that the matrix X is low rank, i.e. only a few 
factors are responsible for drugs interacting with targets. 
Explaining the biological significance is beyond the scope of 
this paper; the interested readers should peruse the aforesaid 
references. Assuming that X is low rank, one can factor it into 
two matrices U and V. 

, ( , )M N M r r NX U V r m n× × ×= ≪       (2) 

Here M and N are the number of drugs and targets respective 
and r is the presumed rank of the matrix.  

The standard approach to solve (2) requires some 
regularized matrix factorization technique. In general, this 
can be written as follows, 

2

,
min ( ) ( ) ( )

FU V
Y R UV U Vλρ λρ− ⋅ + +      (3) 

Here ρ denotes some regularization function. It can be as 
simple as a Tikhonov penalty or can be sophisticated like 
graph Laplacian.  

The first term of the cost function involved in (3) is bi-
linear and hence non-convex. An alternate convex 
formulation has been proposed to the matrix completion 
problem, which consists in directly recovering the matrix X 
by minimizing its nuclear norm [17-19].  

2
min

F NNR
Y R X Xλ− ⋅ +        (4) 

The nuclear norm 
NN

X is defined as the sum of singular 

values of the matrix. It is the nearest convex surrogate to the 
rank of a matrix. Exact rank minimization is supposed to be 
NP hard. 

Although mathematically sound, the nuclear norm 
minimization technique has never been used for DTI 
prediction. This is largely because solving (6) is time 
consuming; and it is not easy to incorporate biological / 
chemical metadata into the formulation. Researchers stick to 
matrix factorization for predicting DTI.  

Some recent studies [20-22] proposed factorizing the data 
matrix as a product of more than two factors. This is 
expressed by, 

1 2 ... NX U U U V=         (5) 

Without any additional constraint and/or non-linearity, 
formulation (5) is bound to collapse to shallow matrix 
factorization. This is prevented by enforcing positivity 
constraint on the factors during optimization. This acts as a 
rectified linear unit (ReLU) type activation.  

Note that the aforementioned works [20-22] are not 
directly relevant to us as they propose a solution when the 
data matrix is fully observed. This is not the case for drug 
target interactions.   

B. Deep Latent Factor Model 

The term latent factor stems from collaborative filtering 
area. There in, the matrices U and V are supposed to represent 
hidden variables. The concept can be applied to DTI as well. 
This is the reason, we name our method deep latent factor 
model to differentiate from earlier studies [20-22] which have 
been named ‘deep matrix factorization’.  

Following the deep matrix factorization approach, we 
propose to factor the DTI matrix X into multiple layers of 
latent factors / matrices. The complete model is given by, 

( )1 2 ... NY R X R U U U V= ⋅ = ⋅       (6) 

1255



We will incorporate ReLU type activation during the 
optimization process in order to enforce non-negativity over 
each variable.  

We will explicitly derive our algorithm in the case of three 
layers; note that it is generic enough for more or fewer layers. 
The objective function to solve (for three layers) is : 

( )
1 2 3

21
1 2 32, , ,

1 2 3 1 2 3

min  such that

0, 0, 0, 0, 0

FU U U V
Y R U U U V

U U U V U U U V

− ⋅

≥ ≥ ≥ ≥ ≥
   (7) 

This is equivalent to solve, 

( )
1 2 3

21
1 2 32, , , ,

1 2 3 1 2 3

min  such that 

 and 0, 0, 0, 0, 0

FU U U V X
Y R U U U V

U U U V X X U U U V

− ⋅

= ≥ ≥ ≥ ≥ ≥
 (8) 

The Lagrangian-based formulation reads, with λ>0, 

( )
1 2 3

2 21
1 2 3 1 2 32 2, , , ,

1 2 3

min +

 such that 0, 0, 0, 0, 0

FFU U U V X
Y R U U U V U U U V X

X U U U V

λ− ⋅ −

≥ ≥ ≥ ≥ ≥
  (9) 

Problem (9) fits within the framework studied in [23, 38] 
regarding proximal alternating schemes for non-convex 
optimization. Let us introduce the notation:  

( ) 2 21
1 2 3 1 2 32 2, , , ,

F F
G X U U U V Y R X U U U V Xλ= − ⋅ + −  

Then the minimization algorithm reads, with the parameters 

(θ1, θ2, θ3, θ) > 0 and ( ) 12

F
Rγ λ

−
≤ + : 

( ) ( )( )( )
( )( )( )
( ) ( )( )( )
( )

0 0 0 0 0
1 2 3

1
1 2 3

1 1
1 1 1 1 2 3 2 3

1 1 1 1
2 2 2 1 1 2 3 3

1 1 1 1 1
3 3 3 1 2 1 2

Initialize: , , , ,

For 1, 2,...

k k T k k k k k k

Tk k k k k k k k k k

T Tk k k k k k k k k k

Tk k k k k k

X U U U V

k

X P X R R X Y X U U U V

U P U U U U V X U U V

U P U U U U U V X U V

U P U U U U U U

γ λ

θ λ

θ λ

θ λ

+
+

+ +
+

+ + + +
+

+ + + + +
+

=

= − ⋅ ⋅ − + −

= − −

= − −

= − ( )( )( )
( ) ( )1 1 1 1

1 2 3

1
3

1

, , , ,k k k k

Tk k k k

k k

G X U U U

V X V

V prox V
θ + + + +

+

+
⋅

−

=
 

Hereabove, P+ denotes the simple projection on the 
positive orthant. Moreover, the last step of our algorithm 
computes the proximity operator [36] of function θG, with 
respect to his last variable V. This update has an explicit 
expression. Indeed, by definition, 

( ) ( )
( )

1 2 3, , , ,

2
1

1 2 3 2

2
1

1 2 32 2

Let 0

ˆ

arg min , , , ,

arg min

G X U U U

FV

FV

V prox V

G X U U U V V V

U U U V X V V

θ

θλ

θ

θ

⋅

>

=

= + −

= − + −

    

In a vectorized form (stacking all matrix columns vertically), 
the solution of the above problem is: 

( ) ( )1
ˆ T Tv B B I B y vλθ λθ

−
= + +       (10) 

with 1 2 3B U U U I= ⊗ , where I denotes the identity matrix, 

and ⊗ is the Kronecker product [37]. ��  can then be obtained 
by reshaping from vector to matrix form.  

The convergence of the iterates generated by our method, 
to a critical point of problem (9) is guaranteed, using the 
analysis from [23,38].  

III. EXPERIMENTAL RESULTS 

We use the four benchmark datasets introduced in [24] 
concerning four different classes of target proteins, namely 
enzymes (Es), ion channels (ICs), G protein- coupled 
receptors (GPCRs) and nuclear receptors (NRs).  The data 
was simulated from public databases KEGG BRITE [25], 
BRENDA [26] SuperTarget [27] and DrugBank [28]. Table I 
summarizes the statistics of the four datasets. 

TABLE I: DATASET DESCRIPTION 
Datasets NR GPCR IC E 
Drugs 54 223 201 445 

Targets 26 95 204 664 
Interactions 90 635 1476 2926 

 
The data gathered from these databases is formatted as an 

adjacency matrix, called interaction matrix between drugs 
and targets, encoding the interaction between n drugs and m 
targets as 1 if the drug di and target tj are known to interact 
and 0, otherwise. 

It is customary in this area to evaluate algorithms based 
on two well-known metrics AUC (area under the curve) and 
AUPR (area under the precision-recall curve). 

A receiver operating characteristics (ROC) is simply a 
plot showing the true positive rate for a method as a function 
of the false positive rate. AUC stands for "Area under the 
ROC Curve." That is, AUC measures the entire two-
dimensional area underneath the entire ROC curve. AUC 
provides an aggregate measure of performance across all 
possible classification thresholds. One way of interpreting 
AUC is as the probability that the model ranks a random 
positive example more highly than a random negative 
example. The higher it is, the better the model is. 

AUPR punishes highly ranked false positives much more 
than AUC, this point being important practically since only 
highly ranked drug-target pairs in prediction will be 
biologically or chemically tested later in a usual drug 
discovery process, meaning that highly ranked false positives 
should be avoided. The precision-recall curve shows the 
tradeoff between precision and recall for different threshold. 
A high area under the curve represents both high recall and 
high precision, where high precision relates to a low false 
positive rate, and high recall relates to a low false negative 
rate. High scores for both show that the classifier is returning 
accurate results (high precision), as well as returning a 
majority of all positive results (high recall). 
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   We have compared our technique with standard matrix 
completion techniques. For nuclear norm minimization, we 
used the popular singular value thresholding (SVT) [29] 
algorithm. Since the drug target interactions forms a binary 
matrix, we also tried the one bit matrix completion (BMC) 
algorithm [30]. As the benchmark for matrix factorization we 
have used the probabilistic matrix factorization (PMF) [31]. 
The standard (shallow) matrix factorization formulation is 
equivalent to our formulation in the one layer case; so we 
have used our proposed method also for this case. We have 
also compared with the state-of-the-art in DTI [39] –graph 
regularized matrix factorization (GRMF). 

TABLE II: LATENT FACTORS – INPUTS TO ALGORITHMS 
Layers E GPCR IC NR 

1 Layer / 
SVT / PMF 

/ BMC 

10 80 85 25 

2 Layer 185-25 40-10 100-15 20-10 
3 Layer 180-85-15 65-15-5 100-50-10 20-10-5 
 

The dataset was divided randomly into 70% training set 
and rest 30% testing set. The splitting was done 10 times and 
the average results are reported. For all the techniques we 
tuned the parameters by cross-validation on the training data. 
All the approaches had only one regularization parameter to 
tune. But they require specifying the rank / number of latent 
factors. These values are given in Table II. 

TABLE III: TABLE SHOWING AUPR 
Dataset 1 

Layer 
2 

Layer 
3 

Layer 
SVT BMC PMF GRMF 

E .639 .714 .728 .010 .706 .622 .498 
GPCR .599 .615 .616 .036 .604 .556 .442 

IC .792 .828 .828 .056 .803 .760 .381 
NR .097 .121 .125 .092 .107 .091 .097 

 
TABLE IV: TABLE SHOWING AUC 

Dataset 1 
Layer 

2 
Layer 

3 
Layer 

SVT BMC PMF GRMF 

E .877 .897 .899 .496 .879 .855 .573 
GPCR .870 .881 .884 .528 .876 .858 .561 

IC .928 .942 .941 .488 .931 .874 .628 
NR .634 .669 .669 .461 .639 .618 .456 
 

Note that the results cannot be compared with the 
published work [39]. This is because, GRMF boosts the 
results by pre-processing. Since our objective is to compare 
different algorithms for DTI, we have refrained from using 
any pre-processing. Without pre-processing, GRMF 
produces poor results as can be seen here.  

The detailed results are show in Tables III and IV. We see 
that our method consistently outperforms the others. For 
some cases the two layers formulation yields the best results, 
but for most the three layer decomposition performs the best. 
The reason, we cannot improve too much by going deeper is 
because of the size of the datasets. They are small, and hence 
going deeper does not help. In one hand going deeper, 
improves abstraction of the latent factors but on the other, the 
number of parameters to learn also increases. Owing to the 
second fact, over-fitting sets in, the algorithm fails to 
generalize on the unseen data and hence the results 

deteriorate. In fact, we tried going to 4 layers, but the results 
were worse than for a single layer.  

The single layer formulation is the basic matrix 
factorization method and performs the worst. One bit matrix 
completion is tailor-made for the problem and hence 
performs reasonably well – better than any other shallow 
technique. The singular value thresholding based nuclear 
norm minimization technique yields the worst results. 
Probabilistic matrix factorization also yields decent results, 
but is poorer than ours and one bit matrix completion.  

However, one must note that one bit matrix completion 
will not be of much use once biologically inspired pre-
processing steps such as [39] are in place to boost the results. 
These steps will convert the binary matrix into real numbers 
and hence BMC will not be applicable.  

IV. CONCLUSION 

This work introduces the deep latent factor model for 
matrix completion. So far matrix completion was solved by 
shallow techniques. Either the partially sampled matrix was 
directly recovered by exploiting its rank deficiency via 
nuclear norm minimization; else the matrix was decomposed 
into two factors and recovered via matrix factorization. This 
is the first work that shows, how the matrix can be 
decomposed into more than two factors and estimated via the 
product of the individual factors.  

We have applied our proposed technique to solve 
predicting drug target interactions. We have shown that when 
the associated biological metadata of the drugs or the targets 
is not available, our method yields the best possible results 
(compared to shallow matrix completion, nuclear norm 
minimization and autoencoder based imputation).  

We propose to extend the work in two ways. First, our 
algorithm is generic. It can be applied other matrix 
completion problems like collaborative filtering, dynamic 
MRI reconstruction [32, 33], single cell RNA sequence 
imputation [34, 35] etc. It remains to be seen, if the 
improvements shown here can be reproduced for other 
applications as well.  

The second extension of this work would be to better 
understand the biological significance of our problem and 
modify our algorithm to exploit biological metadata 
associated with the drugs and targets. In past works such [12, 
13], it has been shown that incorporating such metadata 
improves the predictions results by a large extent. Also, most 
we would like to see how different pre-processing 
mechanisms such as [39] help improve the results even 
further.  
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