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I. INTRODUCTION

Source imaging methods have been developed for decades in order to locate acoustic sources and to estimate their power. Many works have proposed to overcome the well-known limitations of the delay and sum (DAS) beamforming technique, based on parametric approaches (\?), or non-parametric approaches based on Bayesian estimation (\?), or based on sparsity and compressed sensing (\?).

This paper addresses the inverse problem of estimating the spatial covariance matrix of acoustic sources. This estimate not only quantifies the power of each point on the source grid but also estimates the correlation between each of these points.

In practice, sources correlation estimation can be useful in various scenarios: in a reverberant space, mirror sources will be correlated with the corresponding physical source. Estimating the coherence between sources will allow to pair physical sources with their reflections. Another typical case of correlated sources are extended sources whose distributions radiate correlated signals.

Localizing coherent sources poses an important challenge to subspace based localization methods such as MUSIC or ESPRIT. In this case the covariance matrix of the sources, and thus of the data, is rank-deficient, limiting the performances of these methods. For particular array configurations, this issue can be mitigated by the use of spatial smoothing, at the price of reduced array aperture (\?). Methods based on sparse approximations or Bayesian estimation can deal with correlated sources, using the complete measurements (\?).

In the cases where correlations are not seen as a nuisance, but as parameters to be estimated, an additional challenge is the computational complexity of the estimation. Compared to a standard localization problem, where the space is usually discretized on a grid of \( L \) points, the estimation of the correlations between sources involves the estimation of a covariance matrix of size \( L \times L \). The computational cost increases dramatically with the number of points requiring suitable algorithms. Numerical methods with a complexity larger than linear in the size of the grid will be limited to small grid discretizations.

Beyond the coarse estimation provided by the delay and sum beamformer extended to covariance estimation (called DAS-C in the remainder of the article), few methods have been proposed in the literature to solve the covariance source estimation problem (a short review is given in section II). Based on convex optimization methods, their complexity is in the order of \( O(L^6) \) (\?), or \( O(L^3L_h^3) \) where \( L_h \) is an upper bound on the number of independent sources (\?). Such computational complexities will limit the application of these methods to coarse discretizations of the physical space.

In this paper, we propose a method named CMF-OLS (for Covariance Matrix Fitting by Orthogonal Least Squares) to solve the covariance matching problem with a greedy approach. It is based on the Orthogonal Least Squares (OLS) algorithm (\?), similar to the well-known Orthogonal Matching Pursuit algorithm (\?), but better suited to the problem of covariance matrix estimation. Indeed, it can take full advantage of the matrix structure
of the estimation problem. Moreover, OLS is expected to exhibit better behavior than OMP in cases where the dictionary is strongly coherent (in the sense that columns of the dictionary are near linearly dependent) (7).

The main advantage of this approach compared to existing methods is that its time complexity is linear with respect to the size of the discretization $L$, allowing fine grid discretizations and short running times. Moreover, in contrary to methods based on regularization, the algorithm takes only one parameter, the number of sources, that can be estimated by inspecting the convergence of the algorithm. A post-processing can then be applied to the estimated covariance matrix to extract the spatial shapes of each coherent source.

The article is structured as follows: Section ?? introduces the problem and notations. Correlated source localization methods and greedy sparse approximations are briefly reviewed in section ??, Section ?? and ?? introduce the CMF-OLS algorithm for covariance matrix estimation, and the post-processing respectively.

Simulation results presented in Section ?? performed in a 1D scenario show that the proposed method is more accurate and faster than the methods of the literature such as DAS-C or MACS. In addition, Section ?? introduces experiments that have been conducted in an anechoic room in various settings: uncorrelated sources, correlated sources, and reflections. Results confirm that positions and correlations of the sources can be accurately estimated in large-scale (in fact, realistic) scenarios where other methods are too demanding in time or memory size. Section ?? concludes the paper.

II. PROBLEM FORMULATION

Assume that $N$ microphones provides the $N \times 1$ measured signals $x(t_i)$ and let be I the number of available snapshots.

The possible positions of the source are described by the parameter $\Theta \in \mathcal{R}$. The region $\mathcal{R}$ can be, depending on the cases, a line, a surface, or a volume, and is discretized on a grid of $L$ points defined by their position $(\Theta_\ell)_{\ell=1,\ldots,L}$.

Assuming that the discretization of $\mathcal{R}$ is fine enough, sources can be considered located at a point of the grid. For narrow band sources, the measured signals can be modeled by:

$$x(t_i) = \sum_{\ell=1}^{L} a(\Theta_\ell) s(\ell) + n(t_i),$$

where $a_\ell = a(\Theta_\ell)$ is the $N \times 1$ steering vector for a source at the position $\Theta_\ell$, $s(\ell)$ is the source amplitude at the instant $t_i$ and $n(t_i)$ is an additive centered noise assumed to be spatially white of variance $\sigma^2$. The coefficients of the steering vector $a(\Theta_\ell)$ are the values of the Green function of the propagation medium between the position parameterized by $\Theta_\ell$ and a microphone at position $r_n$. In an homogeneous medium and assuming free propagation, the Green function is $G(r_1, r_2) = \exp(-j||r_1 - r_2||)/||r_1 - r_2||$.

Let the $N \times L$ matrix $A = [a(\Theta_1), \ldots, a(\Theta_L)]$ be formed by the $L$ steering vectors associated to the $L$ points of the source grid, the signal model can be rewritten as

$$x(t_i) = As(t_i) + n(t_i),$$

where the $L \times 1$ vector $s(t_i) = [s_1(t_i), \ldots, s_L(t_i)]$ contains the amplitudes of the sources.

Under the hypothesis of independence between the source signals and the noise, the covariance matrix can be expressed as:

$$\Gamma = E\{x(t_i)x(t_i)^H\} = ACA^H + \sigma^2I,$$

where $\mathcal{C} = E\{s(t_i)s(t_i)^H\}$ is the $L \times L$ source covariance matrix (or spatial covariance matrix). Estimation of $\mathcal{C}$ is the key point of the work presented in this paper since its diagonal describes the powers of the sources, and its off-diagonal coefficients the covariance between each source.

In practice, the covariance matrix $\mathcal{C}$ is estimated by the sample covariance matrix using the set of $I$ measurements:

$$\mathcal{G} = \frac{1}{I} \sum_{i=1}^{I} x(t_i)x(t_i)^H \approx \Gamma$$

The objective of our method will be to estimate the positions, powers, and mutual covariances of the sources from the matrix $\mathcal{G}$.

III. STATE OF THE ART

A. Correlated sources estimation

A first estimation of the source covariance matrix is given by the delay-and-sum beamformer for covariance estimation (DAS-C):

$$\hat{\mathcal{C}}_{\text{DAS-C}} = \frac{1}{L^2} A^H \mathcal{G} A.$$  

(5)

The diagonal of $\hat{\mathcal{C}}_{\text{DAS-C}}$ is the output of the standard DAS beamformer, and has the same limitations, i.e. wide main lobes at low frequencies and presence of sidelobes.

In the case of punctual sources, the sparsity of the covariance matrix can be promoted by using an component-wise $\ell_1$ regularization term, as in the Sparse Spectrum Fitting method (7). The covariance matrix is estimated as the solution of the following optimization problem:

$$\hat{\mathcal{C}}_{\text{SpSF}} = \arg\min_{\mathcal{C}} ||\mathcal{G} - ACA^H||_F^2 + \lambda ||\mathcal{C}||_1$$

s.t. $\mathcal{C} \succeq 0$.  

(6)

Alternatively, the CMF-C method (7) jointly estimates the covariance matrix and the noise level assuming that the rank of the covariance matrix is low. The estimate is found as the solution of an optimization algorithm fitting the covariance matrix to the data while
based method, at the price of reduced performances. In order to be computationally less expensive than optimization methods are greedy algorithms. They are known for being limited to low dimensional problems, i.e. coarse discretization of the physical space.

Moreover, the selection criterion of OLS can be efficiently computed using the matrix structure of the problem. Orthogonal Least Squares. The use of this algorithm is justified by its better behavior in presence of correlated sources localization, using a slightly different algorithm, Orthogonal Least Squares. The use of this algorithm is justified by its better behavior in presence of correlated dictionaries (?), which is the case in source localization, when the possible source positions are discretized with a step smaller than the main lobe width.

The complexity of the estimation is reduced to \( O(L^2 L_h) \), which makes estimation problems of moderate dimensions tractable. However, the complexity remains too high for large scale or real time problems, as running time of the order of the minute are announced for problems of moderate dimensions (\( L < 1000 \)).

B. Greedy source localization

An alternative to regularization based sparse estimation methods are greedy algorithms. They are known to be computationally less expensive than optimization based method, at the price of reduced performances. In particular, Orthogonal Matching Pursuit (OMP) (?) has been used for several acoustical inverse problems, such as Nearfield Acoustical Holography (NAH), source localization (?), or DAMAS-like deconvolution of beamformer output (?).

In general, OMP aims at estimating a sparse solution of the undetermined linear system \( y = Dx \), where \( y \) are the observations, \( D \) a known dictionary with normalized columns \( d_i \) (called atoms), and \( x \) the sparse coefficients to be estimated. OMP works as follows:

1. Initialization: \( k = 1, \) residual \( r_0 = y, \) set of identified indices \( S_0 = \emptyset \)
2. Computation of the correlations of the residual with the dictionary, \( \rho_{k,l} = |d_i^H r_{k-1}|^2 \)
3. An atom (i.e. a nonzero coefficient in \( x \)) is identified by the maximal correlation \( l^* = \arg\max_{1 \leq i \leq L} \rho_{k,l} \)
4. Its index is added to the set \( S_{k+1} = S_k \cup \{ l^* \} \)
5. The residual is updated by projecting \( y \) on the orthogonal of the space spanned by identified atoms: \( r_k = y - \Pi_{S_k} y \)
6. \( k = k+1 \) and go to step 2 until a stopping criterion is met (number of iterations, norm of the residual, etc.).

Under certain conditions on the dictionary \( D \) and the number of non-zero coefficients in \( x \), OMP is guaranteed to recover \( x \) exactly. Variants of OMP can deal with structured sparsity, e.g. block sparsity (?), where the support of \( x \) has a specific structure. In particular, block sparsity can be applied to joint localization and characterization of anisotropic sources (?) or extended sources (?)

IV. ORTHOGONAL LEAST SQUARES FOR CORRELATED SOURCES LOCALIZATION

In this section, a greedy method is proposed for correlated sources localization, using a slightly different algorithm, Orthogonal Least Squares. The use of this algorithm is justified by its better behavior in presence of correlated dictionaries (?), which is the case in source localization, when the possible source positions are discretized with a step smaller than the main lobe width. Moreover, the selection criterion of OLS can be efficiently computed using the matrix structure of the problem.

For a set of indices \( S \), we name \( A_S \) the matrix with columns \( a_t, t \in S \) extracted from \( A \).

The goal of sparse correlated sources estimation is to decompose the data matrix \( G \) as

\[
G \approx A_S \tilde{C} A_S^H
\]

where \( \tilde{S} \) is the set of indices of the \( J \) sources, and the positive definite matrix \( \tilde{C} \) is the \( J \times J \) covariance matrix of the sources. In particular, the power of the individual
sources can be found on its diagonal. The data matrix can be rewritten
\[
G \approx \sum_{i \in S} \sum_{j \in S} a_i a_j^H \tilde{C}_{ij},
\]
(11)
showing that \(G\) is a linear combination of \(J^2\) rank-1 matrices \(a_i a_j^H\).

With the complete dictionary \(A\) of steering vectors, \(G\) can be decomposed as:
\[
G \approx A C A^H,
\]
(12)
where \(C\) is positive semi-definite and sparse, as it has \(J^2\) nonzero coefficients, corresponding to the \(J\) sources and their mutual covariances. These nonzero coefficients are given by the coefficients of \(C\).

Standard greedy recovery algorithm, such as OMP, can be used to estimate \(C\) using the following reformulation of the problem:

- The matrix \(G\) is vectorized as the \(N^2 \times 1\) vector \(g\).
- A dictionary of rank-one matrices \(D_{1}\) is built, of dimension \(N^2 \times L^2\), with vectorized rank-1 matrices \(a_m a_n^H\) as its columns.
- The covariance matrix \(C\) is vectorized as \(c\), with dimension \(L^2 \times 1\).

This reparametrization yields the linear problem \(g = D_1 c\). The direct application of OMP to this problem is however computationally expensive (\(D_1\) has dimension \(N^2 \times L^2\), and \(J^2\) iterations are necessary), and the particular structure of the dictionary (a collection of rank-1 matrices) and of the decomposition coefficients (they form a positive definite matrix) are not used.

A. Leveraging the structure

The estimation of the covariance matrix \(C\) can be improved using structured sparsity, i.e. the particular structure of its support. Here, the structure of the support of the covariance matrix \(C\) stems from its non-negativity.

Indeed, in addition to the equality \(C_{lm} = C_{ml}\), the absolute value of the off-diagonal terms is controlled by the diagonal terms: \(|C_{lm}| \leq \sqrt{C_{ll} C_{mm}}\). This implies that off-diagonal terms appear as pairs, and only if the associated diagonal terms are non-zero. It is then sufficient to know the support of the diagonal terms to control the support of the complete matrix.

An efficient sparse recovery algorithm will thus identify a diagonal term at each iteration \(k\), along with the \(2(k-1)\) off-diagonal terms describing the covariance of this source with the previously identified sources. This selection rule implies that only \(J\) iterations are needed. The principle of the selection rule is illustrated on figure ??.

At step 1, a first source is identified. At step 2, a second source and its covariance with the first source are identified, etc. until all sources are located.

The OMP algorithm can be modified to take into account structured sparsity. In particular, block structures can be identified by replacing the scalar product in step 3, by orthogonal projection on the space spanned by the atoms of a block (??). In the covariance matrix case, a block is a diagonal term along with its \(2(k-1)\) associated off-diagonal terms. Step 3 of OMP is replaced by:

- For all \(l\), compute the norms of the projection of the residual matrix \(R_{k-1}\) on the space \(E_{k,l}\) spanned by \(a_m a_n^H\) and \(a_n a_m^H\) for \(m \in S_{k-1} : \rho_{k,l} = \|\Pi_{E_{k,l}} R_{k-1}\|^2_F\).

The matrix structure can be efficiently leveraged by using the Orthogonal Least-Squares algorithm. OLS is similar to OMP, with the identification step replaced by the maximization of the projection of the signal to be decomposed in the space spanned by the candidate atoms and the previously identified atoms. Step 3 of the OMP algorithm is further replaced by the following step:

- compute the norms of the projection of the residual on the space \(F_{k,l}\) spanned by \(a_m a_n^H\) for \(n, m \in S_{k,l} = (S_{k-1} \cup \{l\}) : \rho_{k,l} = \|\Pi_{F_{k,l}} R_{k-1}\|^2_F\).

In this case, simple algebraic manipulations show that the orthogonal projection of a matrix \(M\) in the space \(F_S\) spanned by the rank-1 terms \(a_m a_n^H\) for \(l, m \in S\) is
\[
\Pi_{F_S}(M) = A_S^\perp A_S^H M A_S + A_S^H A_S^\perp M A_S^\perp A_S^H
\]
(13)
where \(A_S^\perp\) is an orthogonal basis for the space spanned by the \(a_i\), \(l \in S\). The selection criterion at iteration \(k\) is:
\[
\rho_{k,l} = \|\Pi_{F_{k,l}}(G)\|^2_F\]
(14)
\[
= \|A_{S_{k-1}}^\perp A_{S_{k-1}}^H G A_{S_{k-1}}^\perp A_{S_{k-1}}^H\|_F^2
\]
(15)
\[
= \|A_{S_{k-1}}^\perp G A_{S_{k-1}}^\perp\|_F^2
\]
(16)

The CMF-OLS algorithm for covariance matrix estimation then writes:

1. Initialization: \(k = 1\), residual \(R_0 = G\), set of indices \(S_0 = \emptyset\)
2. Projections of the residual on the blocks are computed, \(\rho_{k,l} = \|\Pi_{F_{k,l}}(R_{k-1})\|^2_F\)
3. An additional source is identified by the maximal norm of the projection \(l^* = \arg \max_l \rho_{k,l}\)
4. Its index is added to the set \( S_{k+1} = S_k \cup \{ i^* \} \)

5. The residual is updated by orthogonal projecting \( \mathbf{G} \) on the space spanned by the identified atoms: \( \mathbf{R}_k = \mathbf{G} - \Pi_{f_k+1}(\mathbf{G}) \)

6. \( k = k + 1 \) and go to step 2 until a stopping criterion is met.

After \( K \) iterations, the OLS estimation of the \( K \times K \) covariance matrix \( \hat{\mathbf{C}} \) is given by the solution of the least-squares problem

\[
\hat{\mathbf{C}}_{OLS} = \arg \min_{\mathbf{C}} \| \mathbf{G} - \mathbf{A}_{S_k} \mathbf{C} \mathbf{A}_{S_k}^H \|_F^2.
\]

with explicit solution \( \hat{\mathbf{C}}_{OLS} = \mathbf{A}_{S_k}^\dagger \mathbf{G} \mathbf{A}_{S_k}^{\dagger H} \), where \( \cdot \dagger \) denotes the Moore-Penrose pseudo-inverse. The estimate \( \hat{\mathbf{C}}_{OLS} \) of the complete covariance matrix \( \mathbf{C} \) is then given by setting the diagonal and off-diagonal coefficients with indices in \( S_k \) with the coefficients of \( \hat{\mathbf{C}}_{OLS} \).

The main computational burden is the computation of the selection criterion. This criterion can be efficiently computed the following way. The orthogonal matrix \( \mathbf{A}_{S_k}^\perp \) is obtained by concatenating \( \mathbf{A}_{S_k}^\perp \) with the normalized orthogonal projection \( \hat{\mathbf{a}}_i \) of \( \mathbf{a}_i \) on the orthogonal of \( \mathbf{A}_{S_k}^\perp \). The criterion then writes

\[
\| \mathbf{A}_{S_k,i} \mathbf{G} \mathbf{A}_{S_k,i}^\perp \|_F^2 = \left\| \left( \mathbf{A}_{S_k,i}^\perp \hat{\mathbf{a}}_i \right) \mathbf{G} \left( \mathbf{A}_{S_k,i}^\perp \hat{\mathbf{a}}_i \right)^\dagger \right\|_F^2 \\
= \| \mathbf{A}_{S_k,i}^\perp \mathbf{G} \mathbf{A}_{S_k,i}^\perp \|_F^2 + 2 \| \hat{\mathbf{a}}_i^H \mathbf{G} \mathbf{A}_{S_k,i}^\perp \|_2^2 + |\hat{\mathbf{a}}_i^H \mathbf{G} \hat{\mathbf{a}}_i|_2^2.
\]

The first term being constant with respect to \( l \), only the last two terms have to be computed.

B. Computational complexity

The computational complexity of the algorithm depends on the number of sensors \( N \), the discretization size \( L \) and the number of iterations \( K \), that are such that \( K \leq N \leq L \). The computational complexity of an iteration of OLS is governed by

- the construction of the orthogonal matrices \( \mathbf{A}_{S_k,i}^\perp \), by projection and normalization of the \( \mathbf{a}_i \); \( O(LKN) \)
- and the computation of the norm of the projection using the two last terms of (23); \( O(LN^2) \)

As \( K \leq N \), the total cost is \( O(LN^2K) \). We note that the complexity is linear with respect to the size of the grid \( L \). The memory usage of CMF-OLS is dominated by the size of the dictionary \( LN \).

As a comparison, MACS has a time complexity in \( L^3 \), and the time complexity of DAS-C is \( O(L^2N) \), quadratic in the size of the grid. Memory footprint of MACS and DAS-C is at least the size of the covariance matrix \( L^2 \).

V. SEPARATION OF THE SOURCES

Once the covariance matrix is estimated, the different sets of correlated sources can be identified. First, the number of groups of correlated sources is estimated by computing the eigenvalues of the covariance matrix. The number of groups \( G \) is the number of singular values higher than the noise floor.

The information on their spatial shape is included in the singular vectors of the estimated covariance matrix. The singular vector associated to a group describe the relative level of the sources at their respective locations. Combined with the corresponding singular values, respective powers of the sources can be estimated in each group.

However, because of the presence of noise, the singular vectors are combinations of several spatial shapes for sources associated with similar eigenvalues. A simple algorithm is proposed to disentangle the sources, based on the assumption that the supports of the sources are disjoint. With \( \mathbf{v}_k \) the first \( K \) singular vectors of \( \hat{\mathbf{C}}_{OLS} \), assumed to be normalized, and \( v_{kl} \) their coefficients, the source shapes \( \mathbf{s}_k \) are estimated by the following algorithm:

1. \( k = 1 \)
2. Compute \( l^* = \arg \max \| \sum_{n=1}^{K} v_{nl} \|_2^2 \),
3. Let \( \mathbf{s}_k = \sum_{n=1}^{K} v_{nl}^* \mathbf{v}_n \sqrt{\sum_{n=1}^{K} |v_{nl}|^2} \),
4. Replace the \( K \) vector \( \mathbf{v}_n \) by their projections on the orthogonal of \( \mathbf{s}_k \),
5. \( k = k + 1 \) and go to step 2 until \( k = G \).

The algorithm is supported by the following interpretation: the vectors \( \mathbf{v}_k \) form an orthogonal basis of the space spanned by the shape vectors \( \mathbf{s}_k \), itself an orthogonal basis as their support are disjoint. Each step of the algorithm rotates the basis \( \mathbf{v}_k \) such that one of the vector is equal to one of the shape vectors. The algorithm is then iterated in the space orthogonal to this vector.

The estimated covariance matrix is then projected on the rank 1 matrices \( \mathbf{s}_k \mathbf{s}_k^H \), with coefficients \( \alpha_k \). The final estimation of the covariance matrix is:

\[
\tilde{\mathbf{C}} = \sum_{i=1}^{G} \alpha_i \mathbf{s}_i \mathbf{s}_i^H.
\]

From this decomposition, one can

- compute the power emitted at each location of space: \( \tilde{P}_l = \sum_{k=1}^{G} \alpha_k |s_{kl}|^2 \),
- or analyze a unique source by using its rank-one description \( \alpha_k \mathbf{s}_k \mathbf{s}_k^H \).

The computational complexity of this step is dominated by the SVD of the matrix \( \tilde{\mathbf{C}}_{OLS} \), in \( O(K^3) \), itself dominated by the complexity of the OLS algorithm.
VI. SIMULATIONS

The method is demonstrated on a simple case by simulating a linear antenna, and locating correlated sources on a line parallel to the array at a distance of 5m. The antenna is composed of $N = 19$ sensors spaced by a half wavelength. Two groups of coherent sources are considered, with respectively 2 and 3 narrow band sources emitting at 3500 Hz. Locations and powers of the sources are given in table ???. The SNR is set to 0 dB and $I = 500$ time samples are collected. The 1D region of interest of the sources is discretized with a 5 mm step, such that $L = 400$ grid points are considered.

The estimation of the source covariance matrix provided by the DAS-C beamformer is pictured on figure ???. Its diagonal, the output of the standard DAS beamformer, is plotted on figure ???. We note in particular that the two less powerful sources cannot be identified by DAS beamforming, as they are below the level of the sidelobes of more powerful sources. Correlations between sources are represented by the off-diagonal coefficients.

The coefficients of the covariance matrix estimated by CMF-OLS are pictured on figure ???. One can note that the two groups of correlated sources can be easily identified from this estimation while it was not possible with the DAS-C estimation. The estimated positions and powers of the sources estimated by CMF-OLS are given in table ???, and plotted on figure ???. Positions and powers of the five sources are estimated correctly, even for the sources that cannot be identified by beamforming.

The source powers estimated by IMACS are plotted on fig ???. As the value proposed for the regularization parameter in (??) did not yield accurate results, it was set manually. The rank of the covariance matrix is assumed to be $L_h = 2$, and 50 iterations are used. The weaker sources are not estimated accurately by IMACS. Moreover, for some sources, the power is spread over contiguous grid points, making the estimation of the power difficult. This is a well known phenomenon in sparse deconvolution (??), that cannot be avoided by refining the discretization.

The energy of the residual before each step of CMF-OLS is plotted on figure ???. The number of sources is estimated by the location of the discontinuity in the decay of the energy, here at $K = 5$ iterations. The singular values of the estimated covariance matrix with 5 iterations are plotted on the same figure, showing that the sources can be separated in two correlated groups.

Computation times for CMF-OLS is 0.003s, and 22.7s for IMACS. For this set of data, the proposed methods is about 10 000 times faster that IMACS algorithm which is known as one of the fastest approaches for source covariance matrix estimation. The algorithm is implemented in MATLAB R2018b, and is run on a laptop equipped with an Intel Core i7-7820HQ CPU @ 2.90GHz × 8 CPU and 16 GB memory.

<table>
<thead>
<tr>
<th>True values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positions [m]</td>
</tr>
<tr>
<td>Power [dB] - group 1</td>
</tr>
<tr>
<td>Power [dB] - group 2</td>
</tr>
</tbody>
</table>

TABLE I. Simulation (5 sources). Position and Power of the sources: true values and estimations by CMF-OLS. Powers are given with reference to the most powerful source at $x = 0.0$.

FIG. 2. Simulations (5 sources) - source covariance matrix. In both representation, the powers of the sources are found on the diagonal, off-diagonal terms indicate correlation between sources.
Left: Output of DAS-C, the actual sources are superimposed, crosses and circles denotes the two source groups.
Right: Covariance matrix estimated by CMF-OLS, the radius of the disks are proportional to the absolute value of the coefficients.

FIG. 3. Simulations (5 sources) - position and power.
Top: estimation by CMF-OLS, $K = 5$.
Bottom: estimation by IMACS.
FIG. 4. Simulations (5 sources).
Left: Energy of the residual of the CMF-OLS.
Right: Singular values of the covariance matrix.

VII. EXPERIMENTAL VALIDATION

The method is now tested experimentally in an anechoic chamber. The following experiments, make use of the same sources built out of baffled broadband omnidirectional loudspeakers (Visaton-BF32 - [150Hz-20kHz]).

A. Set Up

Two different acoustic antennas are implemented. They use the same acoustic sensors: MEMS digital microphones (invensense - INMP441) with a 26 dBFS sensitivity (1kHz, 94dBSPL) and a flat response in the band [150 Hz - 15 kHz].

The first antenna counts 32 elements irregularly spaced on a straight line, 1.36 m long, with an average step of 45 mm.

The second antenna counts 128 elements distributed along 16 linear rays. The 8 microphones on a ray are spaced according to a geometric law and the origins of the 16 rays follow a pseudo random distribution.

The second microphone array and the sources are pictured on fig. ???. They are located in two parallel planes, at a distance $d = 4.3m$.

The microphone signals are sampled at $F_s = 50$ kHz and analyzed by Short-Term Fourier Transform, with a 2048 samples Hann window (41ms duration and 75% overlap).

B. Experiment 1: Linear array

The linear array is used in this experiment. Four sources are located at a 5.18 m distance. They are correlated by pairs. The source space consists of a parallel 2m long straight line with a 5 mm step ($L = 400$ points).

The output of the DAS beamforming is pictured on figure ?? at frequency $F = 11$kHz. The power of the weaker source is below level of a more powerful source, and cannot be located. On the same figure, crosses and circles indicates the sources found by CMF-OLS. They are correctly grouped, and their location is close to the actual locations of the source (dashed lines). The number of iterations, $K = 5$, and the number of groups, $J = 2$ are obtained form the decay of the residual energy and the singular values of the covariance matrix.

FIG. 5. Experimental results, linear array. Top: Two pairs of correlated $F = 2.2$ kHz. The sources identified by CMF-OLS are superimposed over the output of the standard beamformer. Bottom: Estimation by IMACS.


The bottom part of the figure shows the source estimated by IMACS. Similar results to CMF-OLS are obtained, with a computation time of 24.3s, compared to 0.06s for CMF-OLS.
C. Experiment 2: 2D array, Uncorrelated sources

The localization of uncorrelated sources is tested first. They sources are located in a parallel plane, at a distance \( d = 4.3 \text{ m} \). The region of interest is a \( 2 \text{ m} \times 4 \text{ m} \) rectangle discretized over \( M = 400 \times 200 = 8e4 \) points.

The output of the DAS beamforming is pictured on figure ?? at frequency \( F = 2.2\text{kHz} \). Source 4 cannot be identified as it is below the level of the mainlobe of source 2.

The sources identified by CMF-OLS are superimposed on the same image. The number of iterations \( (K = 4) \) and number of source groups \( 4 \) are chosen according to the residual energy decay and the singular values of the estimated covariance matrix, see figure ??.

The computation time is here 1.4s. As the complexity of the MACS method is proportional to \( L^3 \), computation times for MACS would be in the order of several years. The size of the output of DAS-C is \( L^2 \), more than 25 GB as single floats, larger than the memory of the computer used for the numerical applications.

D. Experiment 3: 2D array, Pairs of correlated sources

In the next experiment, the same setup is used, with two pairs of correlated sources (1-2, 3-4). As in the previous experiment, source 4 cannot be identified by DAS beamforming.

For CMF-OLS, the residual energy decay indicates four sources as above. Here, two groups are identified using the singular values of the estimated covariance matrix, superimposed on the output of the beamformer on figure ??.

The estimated covariances with individual sources are pictured on figure ???. The covariances are given by the column of the estimated covariance matrix \( \tilde{C} \) associated to a given source. In the case of source 1, both DAS-C and OMF-CLS yield correct estimation of the covariances, as source 1 is correlated with source 2 only. The covariances estimated by DAS-C for source 4 are however inexact, as source 4 is estimated to be correlated with all four sources. This is explained by the fact that source 4 is in the main lobe of source 3, itself correlated with source 1. CMF-OLS does not find significant correlation with source 3 only.

E. Experiment 4: 2D array, Sources with reflections

Finally, the identification of reflections is tested. A reflector is set up in the anechoic room, and uncorrelated sources (3 and 4) are used. The sources and their reflections are expected to be strongly correlated, and the number of correlated blocks is the number of actual sources. The scan area is augmented to include points in the reflected, virtual space, with dimension 7m \( \times \) 1.5m,
and $L = 1.05e5$ points. The computation time is here 1.74s. The four sources located by OLS are correctly identified as two pairs of correlated sources, one real source and its reflection.

VIII. CONCLUSION

In this paper the CMF-OLS method is proposed for the estimation of the source covariance matrix which provides simultaneously location, power, and mutual covariances of acoustic sources. The interest of this approach compared to standard methods is its ability to distinguish correlated sources. Simulations and experimental results are presented that illustrate this capacity.

The proposed method is a greedy approach based on the OLS algorithm. Its advantage lies in a very low numerical complexity which is linear with respect to the number of grid points in the scanned source domain. Consequently it is drastically faster than similar methods based on the optimization of a regularized criterion. Numerical examples show that the computing time is divided by a factor 1000 at least. To our knowledge, it is the first method for source covariance estimation that can deal with large numbers of grid points, making it usable in a wide range of applications. An other advantage of the CMF-OLS method upon the regularization approach, is that it does not require the tuning of any parameter to get the optimal solution.

Finally experimental results in free field and semi free field were presented which prove that the accuracy of CMF-OLS outperforms those of regularized approaches such as the MACS or IMACS methods, in terms both of localization and power estimation.


