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From constraint satisfactions to periodic positive invariance for discrete-time systems

Martin Soyer1,2, Sorin Olaru2, Zhou Fang1

Abstract—This paper deals with the analysis of the trajectories of autonomous dynamical systems with respect to static constraints. Two notions of constraints satisfaction and set-invariance are introduced in order to relax the classical definitions and offer a new perspective with potentially increased flexibility in the topology of the candidate sets. The relaxation comes from the possibility to violate the constraints for intervals of finite length along the evolution of the trajectory. In this line of developments, two alternative definitions emerge: a weak one which allows the validation of each constraint taken independently with an upper bound on the violation interval and the other one which imposes the length of the interval with a guarantee of constraint satisfaction. The main interest of those concepts is to handle simpler sets as positively invariant candidates with clear advantages in constrained control design.

I. INTRODUCTION

The analysis of constrained dynamical systems has a long history with well-established theoretical concepts and well known design tools. On the theoretical side one can recall the mathematical theory of viability [1] and the set theoretic methods [2] covering among other notions the positive invariance. On the applications side, the constrained control and model predictive control in particular are among the design techniques with established popularity [3]. Other topics involving constraints at different stages are the reference governors [4] and the fault detection and isolation [5].

The present work is closely related to the invariant set characterization for constrained dynamical systems. The long line of developments on this topic had an impetus in the 80s and 90s with fundamental results [6]–[8] followed up by extensions and generalization to monotonicity and comparison principles for constrained systems analysis [9].

Often, the system limitations can be modeled as (polyhedral) constraints or alternatively by convex sets and whenever the dynamics can be assimilated to linear systems, well establish computational tools (e.g. the ones leading to the maximal output admissible set [10]) can be employed. However these constructions can be often time consuming and lead to the high complexity representation of the resultant set. Considering approximation of this set may lose the invariance property, and inner invariant approximation computation was seen as a potential alternative [11].

This work explores a novel perspective on the analysis of constraints satisfaction by relaxing the constraint validation

to an interval along the trajectories. In other words the trajectories are allowed to violate the constraints as long as the future iterations will come back on the feasible domain and all these constraints violations can be upper bounded in terms of the interval of time. Two notions emerge: a weak version of constraint satisfaction where only an upper bound is imposed on the length of violation window. As a counterpart, the strong satisfaction of constraints on a interval of predefined length, imposes the return to the feasible domain precisely at the end of this lap of time. Using these principles, the set-invariance notions are revisited, establishing the weak and strong periodic invariance (denoted $p$–invariance) of a given set in the state space.

The advantages of dealing with such relaxed notions of constraint satisfaction and invariance can be related to the use of periodic invariant sets in control design which have been shown to bring interesting computational alternatives in [12], [13] and as a benchmark in a practical Driving Simulation test-case [14].

The paper is organized as follows: Section II presents the notion of weak satisfaction of constraints, starting from the trajectories and gradually extending the concepts to multiple constraints and tubes of trajectories. Section III moves the objective to the set invariance and provides the weak notion by focusing on the role of each trajectory in the economy of the violation of the set-membership. Finally, the Section IV provides a link in between the two constructions through the strong counterparts of both constraint satisfaction and positive invariance.

Notations: The power $n \in \mathbb{N}$ of a function is denoted by

$$f^n(x) = \underbrace{f \circ \ldots \circ f}_n(x) = \underbrace{f(f(\ldots))}_n(x).$$

The subset of integers between $a$ and $b$ is denoted $\mathbb{N}_{[a,b]} = \mathbb{N} \cap [a,b]$. The open ball of radius $r > 0$ centered in the origin is denoted $B_0(0,r)$.

$\bar{\Omega}$ denotes the frontier of $\Omega$, $\mathcal{V}(P)$ denotes the set of vertices of a bounded polyhedral set $P$. A convex set $\Omega \subset \mathbb{R}^n$ is said to be positively invariant with respect to the autonomous system $x(k+1) = f(x(k))$ if for any initial state $x_0 \in \Omega$ we have $f(x_0) \in \Omega$.

$C^0(\mathbb{R}^n, \mathbb{R}^m)$ denotes the continuous functions from $\mathbb{R}^n$ to $\mathbb{R}^m$. 
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II. Characterization of trajectories with respect to sublevel sets

A. Preliminary notions and definitions

Consider a discrete-time autonomous system:
\[ x(k + 1) = f(x(k)) \]  
(1)
defined by a mapping \( f \in \mathcal{C}^0(\mathbb{R}^n, \mathbb{R}^n) \). Given an initial condition \( x_0 \), the forward trajectory of the system (1) is the sequence denoted \( x(k, x_0), k \in \mathbb{N} \).

Next, the trajectories of the dynamical systems (1) will be characterized from the point of view of the sublevel sets of given function defined over the state space \( \mathbb{R}^n \). For a given function \( h \in \mathcal{C}^0(\mathbb{R}^n, \mathbb{R}^m) \), the sublevel set is defined as:
\[ \mathcal{L}^h = \{ x \in \mathbb{R}^n \mid h(x) \leq 0 \} \]  
(2)
At each time instant \( k \in \mathbb{N} \), the state \( x(k, x_0) \) can be characterized by the set membership with respect to a given sublevel set \( \mathcal{L}^h \). The next definition extends this set membership to a complete trajectory.

Definition II.1. Given the initial condition \( x_0 \) of the system (1) and a function \( h \in \mathcal{C}^0(\mathbb{R}^n, \mathbb{R}) \), we denote the Validation Index Set (VIS) as the maximal ordered collection of indices \( \mathcal{T} \subseteq \mathbb{N} \) such that \( x(k, x_0) \in \mathcal{L}^h \) for any \( k \in \mathcal{T} \).

Obviously, the VIS is dependent on the initial conditions and the topology of the sublevel-set. In order to formally describe this dependence in mathematical terms let us introduce the functional:
\[ \mathcal{T} : \mathbb{R}^n \times \mathcal{C}^0(\mathbb{R}^n, \mathbb{R}) \rightarrow 2^\mathbb{N} \]
\[ (x, h) \mapsto \{ t \in \mathbb{N} \mid f^t(x) \in \mathcal{L}^h \} \]  
(3)
Example II.1. Consider the autonomous nonlinear system:
\[ x_{k+1} = \begin{bmatrix} 0.8x_1 \\ 0.8x_2 + 0.5x_2^2 - 1 \end{bmatrix} \]  
and the circular paraboloid \( h : (x_1, x_2) \mapsto x_1^2 + x_2^2 - 0.85^2 \). Then \( \mathcal{L}^h_0 \) corresponds to a circle with a radius of 0.85. A trajectory of the system is depicted in Fig. 1 for the initial state \( x_0 = [-1 1]^T \) leading to \( \mathcal{T}(x_0, h) = \{2, 4, 5, 6, \ldots \} \).

B. Weak satisfaction of constraints

Definition II.2 (Weak constraint satisfaction). Given \( p \in \mathbb{N} \), the trajectory of the system (1) is weakly \( p \)-satisfying the constraint \( h(x) \leq 0 \) if it exists a function \( r : \mathbb{N} \rightarrow \mathbb{N}_{[1,p]} \) such that \( x(k + r(k), x_0) \in \mathcal{L}^h \) for any \( k \in \mathbb{N} \).

In short, the weak \( p \)-satisfaction of a constraint indicates that a violation of the inequality will last for at most \( p \) time-instants along the trajectory. Is worth to be mention that whenever a trajectory is weakly \( p \)-satisfying a constraint, it will be satisfying also for any index grater than \( p \). Thus the subsequent developments we will be interested in the minimal index of weak constraint satisfaction.

Theorem II.1. There exists \( p \in \mathbb{N} \) such that the constraint \( h(x) \leq 0 \) is weakly \( p \)-satisfied by the trajectory of the system (1) with initial condition \( x_0 \in \mathbb{R}^n \) if and only if
\[ \mathcal{T}(x_0, h) \text{ is unbounded;} \]
\[ \text{The optimization problem:} \]
\[ \max_{j \in \mathbb{N}} \{ t_{j+1} - t_j \} \]
\[ \text{with } t_j \in \mathcal{T}(x_0, h) \]  
(5)
has a bounded solution.

Proof. If \( h(x) \) is weakly \( p \)-satisfied for \( x(k, x_0) \forall k \in \mathbb{N} \) then there exists a function \( r : \mathbb{N} \rightarrow \mathbb{N}_{[1,p]} \) such that
\[ x(k + r(k), x_0) \in \mathcal{L}^h \forall k \in \mathbb{N} \]
and the Validation Index Set verifies:
\[ \{ r(0), r(1) + 1, \ldots, r(k) + k, \ldots \} \subseteq \mathcal{T}(x_0, h) \]
Consequently \( \mathcal{T}(x_0, h) \) is unbounded and the optimization problem is feasible (any element \( t_j \in \mathcal{T}(x_0, h) \) has a successor \( t_{j+1} \)). Since \( \mathcal{T}(x_0, h) \) is an ordered subset of \( \mathbb{N} \) it is countable and the difference \( t_{j+1} - t_j \leq p \) using the boundedness of \( r(.) \).

If \( \mathcal{T}(x_0, h) = \{ t_i \}_{i \in \mathbb{N}} \) is (ordered) unbounded set and the optimization problem has a bounded solution \( p \), then if we define the function:
\[ r : \mathbb{N} \rightarrow \mathbb{N}_{[1,p]} \]
\[ k \mapsto t_k - k \]
the trajectory \( x(k, x_0) \) \( k \in \mathbb{N} \) is weakly \( p \)-satisfying the constraint according to Definition II.2.

When dealing with vector functions, the weak \( p \)-satisfaction of constraints will be considered by evaluating the range of violation for each of the components, taken independently. More precisely, given the vector function \( h = [h_1, \ldots, h_m]^T \in \mathcal{C}^0(\mathbb{R}^n, \mathbb{R}^m) \) constructed using the element-wise constraints \( h_i(x) \leq 0 \), the following definition will be used.
Definition II.3 (Weak vector-constraint satisfaction). The trajectory of the system (1) with initial condition $x_0 \in \mathbb{R}^n$ is weakly $p$-satisfying the vector constraints $h(x) \leq 0$ if it exists a function $r : \mathbb{N} \rightarrow \mathbb{N}_{[1,p]}^n$ such that
\[ x(k + r_i(k), x_0) \in \mathcal{L}^h, \forall i \in \{1, \ldots, m\} \]
and for any $k \in \mathbb{N}$.

Theorem II.2. The $m$-dimensional vector-constraint $h(x) \leq 0$ is weakly satisfied by the trajectory of the system (1) with initial condition $x_0 \in \mathbb{R}^n$ if and only if
- The sets $T(x_0, h_i)$ with $i \in \mathbb{N}_{[1,m]}$ are unbounded;
- The optimization problem:
\[
\max_{i \in \mathbb{N}_{[1,m]}} \max_{j \in \mathbb{N}} \{t_j + 1 - t_j\}
\]
with $t_j \in T(x_0, h_i)$
\[ (6) \]
has a bounded solution.

Proof. According to Theorem II.1 applied here for each $i \in \mathbb{N}_{[1,m]}$, the constraint $h_i(x) \leq 0$ is weakly satisfied by the trajectory if and only if the optimization problem (5) has bounded solution.

As a consequence, the optimization (6) is feasible and has a bounded solution given by the most conservative index of weak satisfaction.

At the level of trajectories, the weak satisfaction of the constraints doesn’t guarantee the simultaneous satisfaction of constraints on a finite time interval as illustrated next.

Example II.2. Consider the functions:
\[
\begin{align*}
    h_1(x_1, x_2) &= 4(x_1 - 1)^2 + (x_2 - 3)^2 - 16 \quad (7) \\
    h_2(x_1, x_2) &= 4(x_1 - 1)^2 + (x_2 + 3)^2 - 16 \quad (8)
\end{align*}
\]
and the dynamics:
\[ x(k + 1) = \begin{bmatrix} 0.9 & 0 \\ 0 & -1 \end{bmatrix} x(k) \quad (9) \]
The first constraint is weakly 3-satisfied while the second is weakly 2-satisfied by the trajectory initiated in $x_0 = [2.8, 0.8]^T$. As it can be seen in the Fig. 2 the trajectory converge to a limit cycle which satisfies alternatively (but not simultaneously) both constraints and the difference in between the indices of weak satisfaction are related here to the choice of the initial conditions.

C. Extensions to tubes of trajectories

The definition of the VIS can be extended from trajectories to tubes of trajectories. The functional which associates to a set of initial conditions in $\mathbb{R}^n$ the time-indices which validate the sublevel set is defined as:
\[
\begin{align*}
    S : \mathcal{2}^{\mathbb{R}^n} \times \mathcal{F}(\mathbb{R}^n, \mathbb{R}) &\rightarrow \mathcal{2}^\mathbb{N} \\
    (X, h) &\mapsto \{t \in \mathbb{N} \mid f^t(X) \subseteq \mathcal{L}^h\}
\end{align*}
\]
(10)

In other words, for a given subset $X$ of $\mathbb{R}^n$, the VIS $S(X, h)$ is an ordered subset of $\mathbb{N}$ which collects the indices of successive images of initial conditions in $X$ via $f(\cdot)$ such that the trajectories are simultaneously included in the sublevel set $\mathcal{L}^h$. The VIS for tubes of trajectories is the intersection of VIS for each individual trajectories within the tube:
\[
S(X, h) = \bigcap_{x \in X} T(x, h) \quad (11)
\]

Theorem II.3. The tube of trajectories of the system (1) initiated in $X \subset \mathbb{R}^n$ is weakly $p$-satisfying the $m$-dimensional vector-constraint $h(x) \leq 0$ if and only if
- The sets $S(X, h_i)$ with $i \in \mathbb{N}_{[1,m]}$ are unbounded;
- The optimization problem:
\[
p = \max_{i \in \mathbb{N}_{[1,m]}} \max_{j \in \mathbb{N}} \{t_j + 1 - t_j\}
\]
with $t_j \in S(X, h_i)$
\[ (12) \]
has a bounded solution.

Proof. If there exist an unboundedness of the set $S(X, h_i)$ ensures the trajectories validate regularly the constraint and thus each index has a successor in this ordered set. Conversely, the weak constraint satisfaction guarantees the finite distance in between two indices of validation in forward time and thus unboundedness of $S(X, h_i)$.

The second condition translates in the mathematical form the alternative of choices: either the two successive states are validating the constraints or the validation will be enforced after exactly $p$ iterations.

The previous concepts are useful in constrained control, but there is one particular problem of interest: the case of initial conditions given by the constraint set itself. Let the intersection of the sublevel set of the vector function $h \in \mathcal{C}^1(\mathbb{R}^n, \mathbb{R}^m)$:
\[
\Omega(h) = \{x \in \mathbb{R}^n \mid h(x) \leq 0\}.
\]
(13)

Definition II.4 (Weak satisfaction of self-constraints). The tube of trajectory of the system (1) initiated in $\Omega(h)$ is weakly $p$-satisfying the constraints $h(x) \leq 0$ if it exists a function $r : \mathbb{N} \rightarrow \mathbb{N}_{[1,p]}^n$ such that
\[
x(k + r_i(k), x_0) \in \mathcal{L}^h, \forall k \in \mathbb{N}
\]
and for all \(i \in \{1, \ldots, m\}\) where \(m\) is the dimension of the vector function \(h(\cdot)\).

Certifying the weak satisfaction of a set of constraints is a direct application of the Theorem II.3. If it exists, the minimal index is the solution of the optimization:

\[
p = \max_{i \in \mathbb{N}^{[1,m]}} \max_{j \in \mathbb{N}^N} \{t_{j+1} - t_j\} \quad \text{with} \quad t_j \in \mathcal{S}(\Omega(h), h_i)
\]  

(14)

It should be noticed that in the general case the self-constraint satisfaction is not necessarily implying the inclusion of the images of the set \(\Omega(h)\) into itself (see the tube of trajectories corresponding to the Example II.2).

### III. WEAK SET INVARIANCE

#### A. The general framework

The previous section treated the satisfaction of constraints at the level of inequalities and their sublevel set, the vector functions were treated also in terms of validation of element-wise constraints. This constraint satisfaction was not enforced simultaneously at some time-instants along a trajectory or tube of trajectories. In this section, we concentrate on the set-membership of the states along the trajectories of dynamical systems. In particular we aim to characterize the properties of the trajectories that leave the set \(\Omega\) for finite intervals before coming back. This notion is closely related to the positive invariance as described by the next definition.

**Definition III.1 (Weak invariance).** Let \(p \in \mathbb{N}\). The set \(\Omega \subset \mathbb{R}^n\) is weakly \(p\)-invariant with respect to the system (1) if for any \(x_0 \in \Omega\), it exists a function \(r : \mathbb{N} \rightarrow \mathbb{N}^{[1,p]}\) such that \(x(k+r(k), x_0) \in \Omega\) for any \(k \in \mathbb{N}\).

**Lemma III.1.** A set \(\Omega \subset \mathbb{R}^n\) containing the origin in its interior is weakly \(p\)-invariant with respect to the system (1) if the constrained \(\mu^\Omega(x) \leq 0\) defined using

\[
\mu^\Omega(x) = \min_{\alpha \in [-1, \infty)} : x \in (1 + \alpha)\Omega,
\]

(15)
is weakly \(p\)-satisfied by the tube of trajectories of the system (1) initiated in \(\Omega\).

**Proof.** According to the Definition III.1, a link needs to be established between the set-membership and the sublevelset of a given inequality. The statement of the Theorem establishes this link under the assumption that the origin is an interior point of \(\Omega\) by means of a Minkowski functional (15). Indeed, it can be easily verified that \(L^{\mu^\Omega} = \Omega\). The proof is complete by noting that according to Definition II.2, the weak satisfaction of the constraint \(\mu^\Omega(x) \leq 0\) guarantees the existence of a function \(r : \mathbb{N} \rightarrow \mathbb{N}^{[1,p]}\) such that

\[
x(k + r(k), x_0) \in L^{\mu^\Omega} = \Omega.
\]

Theorem III.2. A set \(\Omega \subset \mathbb{R}^n\) containing the origin in its interior is weakly \(p\)-invariant with respect to the system (1) if and only if

- \(\mathcal{T}(x_0, \mu^\Omega)\) is unbounded for all \(x_0 \in \Omega\);
- The optimization problem:

\[
\max_{x_0 \in \Omega} \max_{j \in \mathbb{N}^N} \{t_{j+1} - t_j\} \quad \text{with} \quad t_j \in \mathcal{T}(x_0, \mu^\Omega)
\]

(16)

has a bounded solution.

**Proof.** First if the set is weakly \(p\)-invariant then for each index \(k \in \mathcal{T}(x_0, \mu^\Omega)\) it exists an index \(k + r(k) \in \mathcal{T}(x_0, \mu^\Omega)\) and thus recursively there exists a successor index thus proving the set is unbounded. Consequently the optimization problem is feasible and upper bounded by the index \(p\) of weak invariance. Thus the optimum exists.

Conversely, the satisfaction of the first conditions proves the feasibility of the optimization problem. By choosing \(p\) the optimal solution, the conditions of weak invariance are fulfilled.

#### B. Weak invariance of polyhedral set with respect to LTI dynamics

As shown in the case of weak constraint satisfaction, whenever the dynamical system and the set of constraints has additional structural properties, the computation of the indices of weak invariance can be enhanced. The ultimate objective of the present section is to present a commonly encountered case for which the computation is finitely determined.

Next we will detail the case of linear time-invariant systems:

\[
x(k + 1) = Ax(k).
\]

(17)

with a Schur matrix \(A\).

**Lemma III.3.** Consider a bounded polyhedral set \(\Omega \subset \mathbb{R}^n\) containing the origin in its interior. Let \(p \in \mathbb{N}\) be the minimal index such that \(\Omega\) is weakly \(p\)-invariant with respect to the asymptotically stable system (17). Then \(p\) is the solution of the optimization problem:

\[
\max_{x_0 \in \Omega} \max_{j \in \mathbb{N}^N} \{t_{j+1} - t_j\} \quad \text{with} \quad t_j \in \mathcal{T}(x_0, \mu^\Omega)
\]

(18)

**Proof.** The Lemma claims that the index of weak invariance can be computed by optimizing over the constraint satisfaction indices of the trajectories initiated on \(\Omega\). By contradiction, suppose that the maximum index corresponds exclusively to an interior point \(\tilde{x}\) such that \(x(0, \tilde{x}) \in \Omega\) and \(x(p, \tilde{x}) \in \Omega\) but \(x(i, \tilde{x}) \notin \Omega\) for all \(i \in \mathbb{N}^{[1,p-1]}\).

Note however that there exist \(\gamma > 1\) such that \(\gamma \tilde{x} \in \Omega\). By linearity of the dynamics and convexity of the set \(\Omega\) it follows \(\gamma x(i, \tilde{x}) \notin \Omega\) for all \(i \in \mathbb{N}^{[1,p-1]}\). The constraint satisfaction index for the set \(\Omega\) being \(p\) leads to

\[
\gamma x(p, \tilde{x}) = x(p, \gamma \tilde{x}) \in \Omega
\]

which shows that the optimum value of the optimization is obtained by the point \(\gamma \tilde{x} \in \Omega\) which leads to a contradiction.

**Theorem III.4.** Consider a bounded polyhedral set \(\Omega \subset \mathbb{R}^n\) containing the origin in its interior. The minimal index
\[ p \text{ such that } \Omega \text{ is weakly } p \text{--invariant with respect to the asymptotically stable system (17) is finitely determined.} \]

**Proof.** Lemma III.3 indicates the computation of the index \( p \) can be resumed to the study of the frontier of the set \( \Omega \). Given the asymptotic stability property of the dynamics and the origin as an interior point of \( \Omega \), there exist a finite time instant \( \bar{p} \) such that

\[ \mathbb{N}_{\bar{p}, \infty} \subset T(v_i, \mu^\Omega) \]

for all \( v_i \in V(\Omega) \). Exploiting the existence of this finite upper bound and the finite number of vertices for a bounded polyhedral set, the finite computation of the index \( p \) follows.

**Example III.1.** Consider a bounded polyhedron \( X_0 \) and the linear system:

\[ x(k + 1) = \begin{bmatrix} 0.9806 & 0.0685 \\ -0.4842 & 0.7134 \end{bmatrix} x(k) \] (19)

The successive images of \( X_0 \) are depicted in Fig.3 with the validation indices of trajectories initiated in \( X_0 \) with respect to each halfspace constituting \( X_0 \) itself. In this example the minimal index of weak invariance of \( X_0 \) is \( p = 12 \) which is the maximal gap between two successive elements of \( T(v_i, \mu^{X_0}) \) where \( v_i \in V(X_0) \).

![Figure 3](image-url)

**IV. STRONG CONSTRAINT SATISFACTION AND STRONG INVARIANCE**

The weak constraint satisfaction and weak invariance offer two different perspectives on the validation of static constraints along the trajectories of a dynamical system. The present section aims to link the two notions through a strong version which imposes additional restrictions on the allowed interval between violation of constraints.

**Definition IV.1** (Strong vector-constraint satisfaction). The tube of trajectories of the system (1) with initialized in \( X \subset \mathbb{R}^n \) is strongly \( p \)-satisfying the vector constraints \( h(x) \leq 0 \) with \( h : \mathbb{R}^n \to \mathbb{R}^m \)

\[ \begin{align*}
  x(k, x_0) &\in L^{h_i}, \\
  x(k + 1, x_0) &\notin L^{h_i}, \\
  x(k, x_0) &\in L^{h_i}, \\
  x(k + 1, x_0) &\notin L^{h_i}, \\
  x(k, x_0) &\notin L^{h_i}, \\
  x(k + 1, x_0) &\notin L^{h_i},
\end{align*} \]

if

\[ x(k, x_0) \in L^{h_i}, x(k + 1, x_0) \notin L^{h_i} \]

for each \( i \in \{1, m\} \) for any \( x_0 \in X \) and for any \( k \in \mathbb{N} \).

**Theorem IV.1.** The \( m \)-dimensional vector-constraint satisfaction \( h(x) \leq 0 \) is strongly \( p \)-satisfied by the trajectory of the system (1) with initial condition \( x_0 \in X \subset \mathbb{R}^n \) if and only if

- The sets \( T(x_0, h_i) \) with \( i \in \{1, m\} \) are unbounded;
- For each \( i \in \{1, m\} \) and for any successive elements \( t_j, t_{j+1} \in T(x_0, h_i) \) we have either \( t_{j+1} - t_j = 1 \) or \( t_j + p \in T(x_0, h_i) \).

Without establishing a formal result, it can be noticed that strong constraint satisfaction index can (and usually is) larger than the weak counterpart. Also, from the computational point of view, the case of stable linear systems leads to a finite determination of the strong index of constraints’ satisfaction.

**Corollary IV.2.** If the \( m \)-dimensional vector-constraint satisfaction \( h(x) \leq 0 \) is strongly \( p \)-satisfied by the trajectory of the system (1) with initial condition \( x_0 \in X \subset \mathbb{R}^n \), then the same vector constraints are weakly \( p \)-satisfied.

**Proof.** By simply choosing the function:

\[ r_i(k) = \begin{cases} 1 & \text{if } \frac{x(k, x_0)}{x(k + 1, x_0)} \in L^{h_i} \\
  p & \text{if } \frac{x(k, x_0)}{x(k + 1, x_0)} \notin L^{h_i} \\
  r_i(k - 1) - 1 & \text{if } \frac{x(k, x_0)}{x(k + 1, x_0)} \notin L^{h_i} \end{cases} \]

(21)

**Definition IV.2** (Strong invariance). Let \( p \in \mathbb{N} \). The set \( \Omega \subset \mathbb{R}^n \) is strongly \( p \)-invariant with respect to the system (1) if

\[ \begin{align*}
  x(k, x_0) &\in \Omega, \\
  x(k + 1, x_0) &\notin \Omega
\end{align*} \]

for each \( x_0 \in \Omega \), and for all \( k \in \mathbb{N} \).

**Theorem IV.3.** A set \( \Omega \subset \mathbb{R}^n \) containing the origin in its interior is strongly \( p \)-invariant with respect to the system (1) if and only if

- \( T(x_0, \mu^\Omega) \) is unbounded for all \( x_0 \in \Omega \);
- For any successive elements \( t_j, t_{j+1} \in T(x_0, \mu^\Omega) \) we have either \( t_{j+1} - t_j = 1 \) or \( t_j + p \in T(x_0, h_i) \).

The proof is omitted for space reasons following the same argument as the proof of Theorem IV.1.

**Corollary IV.4.** If the set \( \Omega \subset \mathbb{R}^n \) is strongly \( p \)-invariant with respect to the system (1) then it is weakly \( p \)-invariant.

Note also that strong invariance index is grater or equal with the weak invariance index. Next result bridges the gap between the strong \( p \)-satisfaction of (self)-constraints and the strong positive \( p \)-invariance.
Theorem IV.5. Let a set \( \Omega = \{ x \in \mathbb{R}^n | h_i(x) \leq 0 \} \) containing the origin in its interior. If the set is strongly \( p \)-invariant with respect to the dynamics (1) then the trajectory initiated in \( \Omega \) are strongly \( p \)-satisfying the vector-constraints defining this set.

Proof. The level set of the Minkowski function satisfies:
\[
L^\mu(h_i) = \bigcap_i L^{h_i}
\]
and ensures:
\[
\mu^\Omega(f^p(\Omega)) \leq 0 \implies h_i(f^p(\Omega)) \leq 0, \forall i \in [1,m]
\]

Note that the assumption of the origin being an interior point can be relaxed by an appropriate change of coordinates and has been adopted here to facilitate the proof.

The main concepts presented in the paper are summarized together with their relationships in Figure 4.

The last results are recalling the computational aspects and underline the fact that in the case of linear systems the numerical tools for certifying the \( p \)-invariance are relatively mature and scale adequately with respect to the dimension of the state space or the complexity of the sets to be analysed.

Proposition IV.1. The strong \( p \)-invariance of a bounded polyhedral set, containing the origin in its interior, with respect to a stable linear dynamics (17) is equivalent with the strong \( p \)-satisfaction of the constraint \( \mu^\Omega(v_i) \leq 0 \) for \( v_i \in \mathcal{V}(\Omega) \).

V. CONCLUSION

The paper revisited the notions of constraint satisfaction and positive invariance by introducing a relaxation (generalization) on the window on possible violations. If the classical notions impose a satisfaction of the set of constraints (or, alternatively, of the set-membership) at each sampling time, in the present work, the validation needs to be done at least once in a given time interval. The length of this time interval is parameterizing the weak or strong versions of the constraint satisfaction (invariance).

Is interesting to note that the classical rigid notions of positive invariance are covered by the present framework and additionally, the results are providing a link to alternative constructions in the literature as for example the periodic invariant sets.

Given the present foundation, the directions to be explored are related to
- the qualitative analysis of the link in between the length of the interval of constraint satisfaction (invariance) and the complexity of the set of constraints
- the extension from autonomous systems to (constrained) controlled systems
- the formulation of a robust version, to cope with the presence of bounded uncertainties.
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