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Abstract—In this paper, we propose a novel way for power
amplifiers (PA) modeling using spiking neurons. The rate of
neurons firing spikes is a nonlinear function of its excitation
current. Taking the firing rate as the output and the excitation
current as the input of a one layer spiking neuron network,
we build up a PA behavioral model with low nonlinearity
order to mimic its strong nonlinearity. The results of modeling
two Doherty PA show that the proposed method can reach
better performance but with lower computational complexity
compared with traditional methods. This is the first time that the
nonlinearity property of spiking neurons are used for processing
such nonlinear signals. Future work is to develop a complete
system for the training of the spiking neural networks and to
explore the application of spiking neural networks on real-time
PA linearization.

Index Terms—Device modeling, memory effects, nonlinear
distortion, power amplifiers, spiking neurons

I. INTRODUCTION

As the third generation of neural network, the spiking neural
networks (SNN) have been recently found a promising solution
as they better mimic the biological behavior of the brain cortex
[1]. They have been developed for conventional computers and
digital signal processing circuits [2]. Recently some studies
on non-von-Neumann computing hardware provide solutions
to highly energy efficient SNN [3]-[5].

The SNN is usually considered as a comparable method to
the classical artificial neural networks (ANN) which is less
similar to the biological brain cortex, but is more developed
in the past decades on von Neuman hardware [6]. The SNN is
believed having over 100 times higher energy efficiency than
the ANN when implementing on a field-programmable gate
array (FPGA) [7]. However, the spiking neurons use can be
much more variant than just composing a similar network as
ANN, or even simply converting an ANN to an SNN [8]. The
spiking neurons are event-driven circuits, which allows much
more possibilities rather than conventional networks.

There have been different types of cortex neurons [9], such
as Fast spiking neurons (FS) which fire high-frequency tonic
spikes with relatively constant period, Low-threshold spiking
neurons (LTS) which fire tonic spikes with pronounced spike
frequency adaptation (decreasing) and rebound spikes due to
post-inhibitory effect, etc. A spiking neuron fires a spike train
when it is excited by a current.















