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Abstract

With the development of online communications in the past deeades, new privacy con-
cerns have emerged. A lot of research e ort have been focugijnon concealingrela-
tionships in Internet communications. However, most works do not preent particular
network actors from learning the original senderor the intended receiver of a communi-
cation. While this level of privacy is satisfactory for the common citizen, it is insu cient
in contexts where individuals can be convicted for the mere ending of documents to
a third party. This is the case for so-called whistle-blowers who take personal risks to
alert the public of anti-democratic or illegal actions performed by large organisations.
In this thesis, we consider a stronger notion of anonymity fo peer-to-peer commu-
nications on the Internet, and aim at concealing the very fat¢ that users take part in
communications. To this end, we deviate from the traditiona client-server architec-
ture endorsed by most existing anonymous networks, in favoof a homogeneous fully
distributed architecture in which every user also acts as a elay server, allowing it to
conceal its own trac in the trac it relays for others. In thi s setting, we design an
Internet overlay inspired from previous works, that also proposes new privacy-enhancing
mechanisms, such as the use of relationship pseudonyms foramaging identities. We
formally prove with state-of-the-art cryptographic proof frameworks that this protocol
achieves our privacy goals. Furthermore, a practical studyof the protocol shows that it
introduces high latency in the delivery of messages, but ensures a high anonymity eV
even for networks of small size.

Keywords: Privacy, Anonymity, Network, Internet, Communications, P eer-to-Peer, Ho-
mogeneous, Cryptography, Provable Security, Homomorphid&ncryption






Résumé

L'avenement de I'ére digitale a changé la facon dont les indidus communiquent a travers
le monde, et a amené de nouvelles problématiques en terme déewprivée. La notion
d'anonymat la plus répandue pour les communications sur Inérnet consiste a empécher
tout acteur du réseau de connaitrea la fois I'expéditeur d'un message et son destinataire.
Bien que ce niveau de protection soit adéquat pour l'utilisaeur d'Internet moyen, il est
insu sant lorsqu'un individu peut étre condamné pour le sim ple envoi de documents a
une tierce partie. C'est le cas en particulier dedanceurs d'alerte, prenant des risques
personnels pour informer le public de pratiques illégales w antidémocratiques menées
par de grandes organisations.

Dans cette thése, nous envisageons un niveau d'anonymat gddort, ou I'objectif est de
dissimuler le fait méme qu'un utilisateur envoie ou regoivedes données. Pour cela, nous
délaissons l'architecture client-serveur couramment utisée dans les réseaux anonymes,
en faveur d'une architecture entierement distribuée ethomogéne ou chaque utilisateur
remplit également le réle de serveur relais, lui permettantde dissimuler son propre
tra c dans celui gu'il relaie pour les autres. Dans cette opique, nous proposons un
nouveau protocole pour les communications de pair & pair suinternet. A l'aide de
récents outils de preuves cryptographiques, nous prouvongue ce protocole réalise les
propriétés d'anonymat désirées. De plus, nous montrons paune étude pratique que,
bien que le protocole induise une grande latence dans les camnications, il assure un
fort anonymat, méme pour des réseaux de petite taille.

Mots-clés: Vie privée, anonymat, réseaux, internet, communications,pair a pair, ho-
mogeéne, cryptographie, sécurité prouvable, chi rement hanomorphe
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Synopsis en Francais

Ce synopsis est fourni en conformité avec la loi relative aémploi de la langue francgaise
de 1994. Il reprend la structure de la thése, et résume les chapitresin a un.

Introduction

L'avénement de l'ére digitale et d'Internet a profondément changé la fagon dont les in-
dividus communiquent a travers le monde, et amené de nouvels problématiques de vie
privée. Les sociétés se sont adaptées, et le parlement euémm, dans ses directives de
1995 et 2002, a notamment reconnu la nécessité de la con ddatité et de I'anonymat
des communications. Les organisation et acteurs agissannhdaveur du respect de la vie
privée mettent en avant la nécessité de cet anonymat pour lalherté d'expression, et, plus
généralement, pour le bon fonctionnement d'une démocratieCependant, si 'anonymat
est important pour le citoyen, c'est une nécessité pour cedins individus. Dans cette
thése, nous considérons un scénario ou un informateur prerdks risques personnels pour
communiguer a un journaliste des information révélant des ations illégales ou discrimi-
natoires menées par des instances gouvernementales ou damptes organisations. Dans
ce cas, la protection de I'anonymat de l'informateur est criciale. Le but de cette thése
est de proposer un protocole permettant de protéger I'anonymat des communications
par Internet.

1 Contexte et Modéles

Contrairement a l'architecture client-serveur couramment utilisée dans le domaine des
réseaux anonymes sur Internet, nous nous proposons de conste un protocole sur un
réseauhomogene Alors que, dans l'architecture client-serveur, les indivdus utilisateurs
du réseau dépendent de serveurs relais fournissant I'anomat en tant que service dans
I'architecture homogéne, les n+uds ne sont pas hiérarchise En e et, tous les n+uds du
réseau participent en tant qu'utilisateur (envoyant et recevant des messageskgt en tant
gue relais. D'autre part, nous supposons que les connexiorentre n+uds forment un
graphe de topologieconnexe mais incomplet. C'est a dire que chaque n-+ud est comtté
a un petit nombre de voisins avec qui il peut échanger des messages directement. Pour
permettre a un n+ud d'envoyer un message a un n=ud non voisin/)e protocole doit donc
organiser le relai du message dans ce graphe incomplet.

En terme de vie privée, le protocole vise a préserver la vie prée de ses utilisateurs,
méme en présence de collusions de n+uds corrompus et d'un assateur global du réseau

Mranslation: this synopsis is provided in a accordance to th e French law on written academic produc-
tions of 1994.



(capable de voir tous les messages transitant entre les n+wdu réseau). Cependant
I'adversaire est considéré passif. C'est a dire que les n+uds corrompus rdévient pas
du protocole, mais essaient uniqguement d'en apprendre le pt possible sur le réseau et
les autres n+uds en participant au relai des messages.

Le protocole vise a réaliser I'anonymat de I'envoyeur, l'aonymat du receveur, et a
résister aux attagues baseées sur l'analyse de tra c. En vueall'adversaire considéré, nous
dé nissons I'anonymat de I'envoyeur comme l'impossibilitt méme de détecter le fait qu'un
n+ud envoie un message dans le cadre d'une communication. Dméme, I'anonymat
du receveur est dé ni comme l'impossibilité de détecter le &it qu'un n+ud regoive un
message. Ces propriétés sont donc plus fortes que la plupades travaux existants, qui
ne visent qu'a cacher qui communique avec qui, mais considént acceptable de laisser
certains acteurs du réseau apprendre l'identité de I'envogur ou du receveur d'un message
(tant que les deux ne sont pas connues simultanément).

2 Outils cryptographiques

Ce chapitre est l'occasion de présenter les outils cryptogphiques utilisés dans la thése.
Premiérement, nous faisons usage du chi rement, dans ses de principales variantes :
le chi rement & clé publique, et le chi rement a clé secréte. Un chi rement d'un message
m avec la clé publiquepk est noté, Chi (pk;m), alors que le chirement avec une clé
secretek est notéfmg,. Nous faisons aussi usage de fonctions de hachage (le récent
standard de NIST nommé SHA-3, en l'occurrence), et du protoole d'échange de clé de
Di e-Hellman.

Cependant, la particularité du protocole réside dans l'utiisation du chi rement homo-
morphe et du re-chi rement . Plus exactement, nous utilisons le schéma de chi rement
homomorphe de Elgamal, qui permet notamment, a partir de dex chirés c¢; = Chi (pk;
m1) et c; = Chi (pk;my), de calculer le chiré c= Chi (pk;m; m3) du produit m; mo.
Cette propriété permet en e et d'e ectuer des calculs sur des données chi rées. D'autre
part, le schéma de Elgamal supporte I'opération dee-chi rement , qui permet de modi-
er l'apparence d'un chiré . Plus exactement cette opération prend en entrée un chiré
c = Chi (pk:m) et produit un chiré c®= Chi (pk;m) méconnaissable dec, tout en
assurant la con dentialité du messagem durant le processus. Cela permet en particulier
de modi er l'apparence d'un chi ré au cours de son relai a travers le réseau, de maniére
a ce qu'il soit impossible de suivre sa progression (du moingas trivialement).

3 Etat de l'art

Avant de présenter notre protocole, nous passons en revuesléravaux existants dans le

domaine des communications anonymes sur Internet. Dans latiérature, les protocoles

anonymes sont souvent répartis selon la latence qu'ils intsduisent dans les communi-
cations (comparé a un simple paquet IP directement communigé par l'envoyeur au

receveur). Nous rajoutons une troisieme catégorie, idente aux protocoles homogénes
i.e. ceux supposant une architecture homogeéne.



Les protocoles afaible latence sont les plus e caces et les plus populaires. Le pro-
tocole Tor, utilisé aujourd'hui par plus de deux millions d'individus, appartient a cette
catégorie. Cependant, ce sont aussi les protocoles les msirobustes aux attaques contre
I'anonymat. En e et, I'approche des protocoles a faibles l#ence consiste a intégrer tout
mécanisme protégeant I'anonymat des communicantsant que ceux-ci ne dégradent que
peu les performances du résealEn conséquence, un protocole a faible latence ne se pro-
tege pas (ou trés peu) contre les attaques basées sur I'analyde tra c. Au minimum, un
protocole a faible latence se contente de modi er I'apparece des messages entre chaque
n+ud relais pour empécher leur tracage (en utilisant le re-bi rement, ou, plus souvent,
le chirement en structure d'oignon). Mais, dans Tor en patrticulier, si le premier et le
dernier serveur relais sont corrompus, il est possible de otplétement casser I'anonymat
(i.e. il est possible de savoir qui communique avec qui).

En comparaison, les protocoles dorte latence intégrent nativement une protection
contre l'analyse de tra c, mais sont moins e caces. En eet, ces protocoles sont fait
pour des applications non interactives, comme I'‘échange d'emails, mais ne supportent
pas la consultation de sites web ou le transport d'une sesgiossh par exemple. Une des
principales approches pour résister a lI'analyse de tra c dsde fonctionner en intervalles
de temps discrets (appeléegours) : chaque n+ud relais accumule les messages qu'il
regoit pendant un tour, et les envoie tous d'un seul tenant etdans un ordre aléatoire
a la n du tour vers le prochain n+ud relais. Ce mécanisme est mmmé mixage des
messages. Combiné avec la modi cation de I'apparence des ssages a chaque n+ud
relais, ce mécanisme rend le tragage des messages beaucolss pli cile. Cependant, si
implémentés dans une architecture client-serveur, ces ptocoles révélent tout de méme
l'identité des envoyeurs et des receveurs. C'est a dire queomme dans les protocoles
a faible latence, seules leselations de communications sont dissimulées. D'autre part,
il existe une attaque spéci que aux protocoles employant lemixage de messages, per-
mettant dans certains contextes de retrouver exactement geal envoyeur communique
avec quel receveur. Il sut pour cela d'observer, sur plusiaurs tours, quels envoyeurs et
receveurs participent a chaque tour de mixage.

En vue de ces résultats et des objectifs en terme d'anonymatug nous avons poseés,
nous nous tournons donc vers l'architecturehomogene dans laquelle I'observation des
envoyeurs et receveurs peut étre empéchée, et ou l'attaque entionnée précédemment
ne peut étre menée. La littérature sur les réseaux anonymesencomporte que peu
d'exemples de protocoles homogénes. Le plus emblématiqustde protocole Tarzan,
reposant sur un modéle de réseau similaire au nétre : une arithcture homogene et
un graphe de topologie incomplet. Les auteurs du protocoleamarquent que, contre
un observateur global du réseau, une architecture homogénae sut pas en elle méme
a empécher la détection des envoyeurs et receveurs. lls progent, en complément, un
mécanisme basé sur l'utilisation de faux messages et la litaition du tra c des n+uds.
Ainsi, Tarzan fait un pas vers la réalisation de I'anonymat des envoyeurs tel que nous le
dé nissons. Cependant, c'est un protocole a faible latencedonc susceptible a I'analyse
de tra c, et qui ne protége pas les receveurs.
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4 Le protocole anonyme

Dans ce chapitre présentant la principale contribution de ette thése, nous construisons
un protocole dans la continuation de I'état de l'art. Inspiré de Tarzan, il integre égale-
ment des mécanismes adaptés des protocoles a forte latence d'empécher 'analyse de
trac. Plus précisément, nous menons une analyse poussée mpaettant d'implémenter
les mécanismes de faux messages et de limitation de tra ¢ deafzan de maniére plus
robuste. Puis, nous les intégrons avec l'idée denixage des messages. Pour modier
l'apparence des messages, nous mettons en avant une utilisa du re-chi rement avec
le schéma de Elgamal. Le résultat est un protocole a forte l&nce et homogéne, dans
lequel I'anonymat ne provient pas d'une entité centrale ou @& serveursde relais, mais de
la volonté des n+uds a s'entraider. En e et, par construction, plus un n+ud fournit de
tra c a ses voisins pour camou er leurs propres communicatbns, plus ceux-ci peuvent
l'aider en retour.

En n, notre protocole s'adresse a des usagers nécessitanedortes garanties d'anonymat,
et préts a payer le prix de cet anonymat. Aussi, il ne permet pa d'accéder a des sites
web, mais supporte uniquement des communications entre pg prenant activement part
au réseau. Cette application contraste avec les protocolemnonymes déployés et utilisés
activement aujourd'hui, qui visent a fournir un anonymat minimal pour tout usager
d'Internet, et qui sont principalement utilisés pour consulter des sites web externes au
réseau anonyme.

En plus de ces éléments, le protocole propose également unuveau moyen de gérer
les identités des n+uds dans le réseau, en utilisant dgsseudonymes de relationC'est a
dire que chaque n+ud a autant d'identités qu'il y a d'autres n+uds dans le réseau : un
n+ud donné est désigné sous un pseudonyme di érent par chaguautre n+-ud dans le
réseau. Le pseudonyme utilisé par le n+udX pour désigner le n+udY est noté P Sy, v.
L'utilisation de ce type de pseudonymes a plusieurs avantags : ceux-ci permettent a un
receveur de rester anonyme méme vis-a-vis de I'envoyeur @hsant ainsi un équivalent
des services cachésde Tor), et réduisent I'impact d'une potentielle dé-anonymisation.
En e et, si un certain n+ud corrompu X parvient a trouver l'identité de I'utilisateur
du réseau qui se cache derriere un pseudonynieSy, v, il ne peut pas di user cette
information a d'autres parties. Plus exactement, l'information P Sy, y désigne en
fait Y n'est d'aucune utilité pour les autres n+uds du réseau : lespseudonymes sont
construits pour étre cryptographiquement sirs, de sorte ge les pseudonyme#$ Sy, y
et PSyo y utilisés par deux n+uds X et X O distincts pour désigner Y ne sont pas
chainablesentre eux.

L'utilisation de ces pseudonymes a un impact sur la constrution du protocole. Pre-
miérement, cela nécessite de recourir a une phase dkcouverte du réseau C'est a
dire que, avant de communiquer, les n+uds doivent échanger & informations, an
d'apprendre la topologie du réseau et les pseudonymes des aéls qui le constituent.
Cette approche contraste avec la plupart des protocoles esiants (dont Tor) : alors
gue ceux-ci construisent des routes éphéméres en partant denvoyeur, nous constru-
isons des routes durables en partant des receveurs. Cette pche permet d'obtenir des
routes partagées parplusieurs envoyeurs(chose impossible avec des routes éphémeéres).
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En outre, elle a I'avantage de ne pas nécessiter de serveumteal qui, traditionnellement,
donne aux n+uds les informations a propos du réseau. Cette pse de découverte du
réseau est construite a partir depropositions de route unité d'échange qui permet a un
n+ud d'annoncer a ses n-+uds voisins qu'il est capable de relger les messages de ces
derniers vers un receveur. Ledit receveur est désigné par sipseudonymes pour rester
anonyme, et, plus généralement, les propositions de routeost construites de sorte a
donner le minimum d'information sur les routes (puisque cesnformations permettraient
par la suite de monter des attagues contre lI'anonymat). Celaest réalisé par I'utilisation
du chi rement homomorphe, permettant de manipuler les informations sur les routes a
l'intérieur de chi rés.

Une seconde conséquence découlant de l'utilisation de ps#mnymes est la nécessité
d'introduire un mécanisme d'initialisation de communication. C'est a dire que, pour
permettre a un informateur de trouver un journaliste spéci que dans le réseau, il faut lui
permettre de traduire l'identité d'un individu en un pseudonyme valide dans le réseau,
an ensuite de trouver une route vers ledit individu. La dic ulté est cependant de
réaliser cette fonctionnalité sans briser ni les propriété des pseudonymes, niles propriétés
d'anonymat. La solution proposée consiste a utiliser un n+u intermédiaire, qui aidera
l'informateur a trouver le journaliste souhaité dans le régau. Dans cette opération,
le n+ud intermédiaire n‘apprend pas l'identité du journali ste, tandis que l'informateur
n‘apprend pas le pseudonyme du journaliste (et ainsi, ne bge pas I'anonymat fournit
par les pseudonymes).

5 Preuves de sécurité et de vie privée

Apreés avoir présenté notre protocole, nous I'étudions soukangle de lasécurité prouvable
et prouvons formellement ses propriétés de vie privée et dedsurité. Dans un premier
temps, nous étudions les propriétés cryptographique des psidonymes, montrant ainsi
gu'ils remplissent leur réles et dissimulent l'identité des n+uds qu'ils désignent. Ensuite,
nous étudions le protocole dans son entiéreté. Pour cela, os utilisons deuxframeworks
complémentaires : le framework de composition universell@JC) et le framework AnoA.
Le premier permet de faire apparaitre les propriétés de basdu protocole et le transforme
en un objet plus facilement manipulable dans les preuves cptographiques. Dans une
seconde phase, il est ainsi plus aisé de prouverg. I'anonymat des envoyeurs en util-
isant AnoA. Cette approche de preuve en deux étapes est counte dans les preuves de
protocoles anonymes. Ces derniers étant des objets compksx (en comparaison deetits
protocoles cryptographique), ce découpage permet de simr les preuves formelles.
Cependant, dans notre protocole, tout n'est pas prouvable pr les outils que fournit
la cryptographie aujourd'hui. En premier lieu, aucune méthode connue ne permet de
prouver formellement la résistance a l'analyse de tra c. Ansi, les mécanismes empéchant
l'analyse de tra c, tels que l'utilisation de faux messagest le mixagede messages, ne peu-
vent étre inclus dans les preuves. Pour contourner cette diculté, qui empécherait toute
tentative de preuve, nous supposons qu'un observateur du s&au ne peut pas e ectuer
d'analyse de tra ¢, mais que, si des n+uds corrompus sont préents dans le réseau, ceux-
ci en sont capables. A partir de cette hypothése, I'approch@our les preuves d'anonymat
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de l'envoyeur et du receveur est d'abord de quanti er la prokabilité que, sur une route,
il y ait au moins un n+ud corrompu. Dans I'éventualité ou aucun n-+ud corrompu ne
se trouve sur la route, I'anonymat peut étre prouvé parfait. Dans le cas échéant, une
analyse est nécessaire pour quanti er la probabilité que cen+uds corrompus retrouvent
I'envoyeur et/ou le receveur. Cependant, la complexité du potocole rend di cile une
analyse en profondeur avec les outils de preuve disponiblesijourd’hui. Nous choisis-
sons donc I'approche conservatrice, standard dans le doma de la sécurité prouvable,
et supposons que la présence d'un ou plusieurs n+uds corrorap sur la route implique
un anonymat nul (i.e. que les n+uds corrompus trouvent systématiquement I'envogur
et le receveur avec probabilité 1).

Le résultat de ce chapitre est donc une sous approximation déanonymat réellement
fourni par le protocole. En e et, les preuves ne montrent pasque si un n+ud corrompu
se trouve sur une route, I'anonymat des communicants utiliant cette route est immédi-
atement cassé. Au contraire, plusieurs éléments semblenhdiguer que ce n'est pas le
cas, du moins en général (voir notamment le prochain chapig). Cependant, prouver
ce fait semble demander des hypothéses fortes sur le réseatinécessite de modéliser la
forme du tra c (tache pour laquelle aucune fondation théorique n'existe actuellement).
Les preuves proposées représentent cependant un premierspeers une analyse formelle
compléte du protocole.

6 Implémentation : performances et vie privée en pratique

Le chapitre précédent étudie le protocole sur le plan théogue. Celui-ci I'étudie sur
le plan pratiqgue. Nous présentons une implémentation préininaire du protocole, en
utilisant un simulateur a événement discret A savoir, l'implémentation est réalisée
en Python avec la librairie SimPy. L'idée est d'obtenir un code permettant de mener
des simulations du protocole, an de mesurer ses performances, l'impact dees divers
parametres, et le niveau d'anonymat fourni en pratique.

Les résultats en terme de performances montrent des délaisads les communications
semblables a d'autres protocoles a forte latence proposéaiple passé. La communication
d'un message d'un envoyeur (informateur) a un receveur (jotnaliste) prend en moyenne
15 minutes’. La découverte du réseau, elle, prend jusqu'a 24 heures. Cepdant, cette
étape préliminaire n'est e ectuée qu'une unigue fois en débt de vie du réseau. Des
mesures complémentaires montrent que ces latences dans lEsmmunications et la dé-
couverte du réseau s'expliquent principalement par les mé&mnismes mis en place pour se
prémunir contre I'analyse de trac : le mixage et le fonctionnement entours, ainsi que
les faux messages et la limitation du tra c des n+uds.

Pour mesurer I'anonymat, nous proposons une méthodologiedaptée de métriques
préexistantes, notamment en comblant leurs lacunes connge L'idée est de mesurer, en
pratique, la probabilité qu'une collusion de n+uds corrompus sur une route devine cor-
rectement l'identité de I'envoyeur et/ou du receveur. Les ®sultats montrent que, méme
avec 60% de n-+uds corrompus dans le réseau, la probabilité po les n+uds corrompus

2Co(it amorti pour un message au sein d'une session de 40 messag.

Xiv



de deviner correctement l'identité de I'envoyeurou celle du receveur est inférieure a Q.
Ces résultats sont valables pour un réseau deetite taille (100 n+uds), et I'anonymat aug-
mente avec le nombre de n+uds présents dans le réseau (a ratite corruption constant).
En comparaison, une récente étude du protocole Tor montre qa cette probabilité de
dé-anonymisation est atteinte pour seulement 83% de n-+uds corrompus. Ces résultats
empiriques sont beaucoup plus optimistes que les résultathéoriques issus du précédent
chapitre, qui ne donnent qu'une sous approximation de I'anaymat e ectif, et laissent
espérer qu'une future analyse formelle approfondie donnardes résultats satisfaisant.

Conclusion

Au cours de cette thése, nous avons proposé un nouveau protae préservant I'anonymat
des communications sur Internet, et avons validé ce travaila travers une approche
formelle ainsi qu'une étude pratique de ses propriétés. Cerptocole fournit un anony-
mat plus fort que la plupart des travaux passés, et montre deperformances acceptables.
Dans de futurs travaux, plusieurs axes d'amélioration sontenvisageables. En particulier,
il est nécessaire de considérer la sécurité contre des n+ud®n plus passifs maisactifs
(i.e. des n+uds pleinement malveillants), et il est possible d'agmenter encore le niveau
de vie privée, en tentant de cacher le fait méme qu'un n+ud prane part au réseau
anonyme.

Ce travall s'inscrit dans les débats actuels, ayant cours nleamment depuis les révéla-
tions d'Edward Snowden en 2013. En vue du risque encouru paes lanceurs d'alerte
apparus dans les médias ces derniéres années, notre protlecest une solution perme-
ttant de garantir que la communication de documents et d'informations sensibles par
ceux-ci ne seront méme pas détectés. De plus, notre protoeolest tout a fait adapté
a ce genre de scénario, et a une organisation basée sur une conmauté d'activistes
défendant la vie privée. En e et, il suppose des utilisateus préts a dédier des ressources
non négligeables pour assister dasformateurs, et fournit de I'anonymat méme pour de
petits réseaux. Aussi, notre protocole est principalemenfait pour des communications
entre pairs prenant activement part au réseau anonyme, comgirement aux protocoles
utilisés activement aujourd'hui, qui visent plutét a fourn ir un anonymat minimal pour
tout usager d'Internet.
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Introduction

General Context

The advent of the digital age and of the Internet in the late twentieth-century has brought
new technologies that have deeply moved the way individual£ommunicate across the
world. These technical improvements have had great societapolitical, and economical
consequences. In particular, in the last decades, privacynionline communications has
been rising as a major concern. Individuals now store and comunicate over the Internet
massive amounts of personal information every day, that is pocessed by both public
and private actors. Societies have to adapt to these evolutins, and in particular ensure
the protection of personal data from theft, misuse, or disabsure. In this regards, the
European Union legal framework (Directives 1995/45/EC [Eur95], 2002/58/EC [Eur02],
soon to be replaced by 2016/679Hurl6]) recognises that the protection of personal data
is a fundamental right, and declares that:

Member States shall ensure the con dentiality of communications and the
related tra c data [...]. In particular, they shall prohibi t listening, tapping,

storage or other kinds of interception or surveillance of coomunications and
the related tra ¢ data by persons other than users, without t he consent of
the users concerned. (Directive 2002/58/EC, Article 5(1))

Not only the contents of communications (the data itself), but also the so-calledmeta-
data of these communications, are considered as personal datandeed, the identity of
communicants (.e. individuals who take part in a communication) is an information
that can be as sensitive as the data they exchange. For instare, the fact that a web
user connects to the AA.com website is a sensitive informadin, that this user may not
want to see disclosed.

However, in recent years, many countries have been promulgiag laws that go against
these principles. To take the case of France, new laws were taal in 2015 to extend the
surveillance capabilities of the police and intelligence gencies Frel5. More recently,
the United Kingdom passed the Investigatory Powers Bill, granting intelligence agen-
cies unprecedented capacities for mass surveillance, in gicular on mobile communi-
cations [Unil6]. The situation in the United States is similar, as revealedin 2013 by
Edward Snowden. This former NSA contractor disclosed, withthe help of the journal-
ists Glenn Greenwald and Laura Poitras, the mass surveillane programs carried out
by the NSA in the United States of America and around the world [Grel4]. In the
wake of this latter event (in particular), public debates have divided privacy advocates
and governments o cials. While the former reject the mass suveillance of individuals
(preferring legitimate targeted surveillance), state bodes put forward the need for a
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trade-o between state security and individual privacy, especially in light of the context
of a looming terrorist threat. Yet, we advocate that privacy in communications is a
necessity, even for the citizen with nothing to hide [ Sol07. Indeed, mass surveillance
has the pervasive e ect of modifying individuals' behavior, or at the very least to hover
in their mind as they take actions in the virtual world. Ultim ately, it can be argued
that mass surveillance endangers freedom of speech, criticthinking, and the formation
of di erent opinions, which are all fundamental concepts fa democracy [Sol07 Grel4
Rogly.

Motivating Use-Case

If privacy is indeed necessary for common citizens, it is utrly critical for individuals or
organisations residing in authoritarian regimes, or non-athoritarian ones that e.g.carry
out operations putting democracy at risk. In this thesis, we consider a scenario in which
an individual, hereby called an informant, deliberately breaks the law of the country
she inhabits, in order to divulge illegal or immoral practices (or, at least, immoral in
her opinion) carried out by her government or state o cials. For that, we consider that
this informant is willing to communicate a set of resources b a journalist (or a human
rights organisation, or any party that can safely reach a grater public). This scenario
is of course inspired from the case of Edward Snowden, but aisre ects the story of
other whistle-blowerssuch as Antoine Deltour in the so-calledLuxLeaks case {5l016],
or Chelsea Manning, who revealed torture practices of the USarmy in Iraq [Slel3.
Although, in all these examples, the general public deemedhte actions of the whistle-
blowers as legitimate and contributing to the public good, they were prosecuted, and
convicted more often than not. In this thesis, we thus aim at protecting individuals in
constraining contexts.

Previous Works

In this context, we believe that technology can empower indviduals and provide the

necessary privacy protections. Anonymity and privacy in Internet communications is
the subject of a large body of literature [Frel7]. Depending on the exact de nition of

anonymity that is considered, the privacy guarantees di er from protocol to protocol.

Furthermore, there are several ways to achieve the same futionality. However, a com-
mon point to most works in anonymous networking is the base iéa originally formulated

by Chaum in 1981 [Cha81]: to introduce indirections between the two communicating
users. That is, instead of Alice directly sending its messags to Bob, an anonymous
network relays Alice's messages over several hops beforelidering them to Bob.

This base idea, implemented in its most simple form, only coneals the identity of the
initiator of the communication (Alice, in the example) to th e receiver at the other end
(Bob). However, many other stronger notions of anonymity wee proposed over the years.
In particular, the now well-known Tor network [ DMSO04], currently serving over two mil-
lion users, conceals communicatiorrelationships (i.e. who communicates with whom),
even to network observers and relay nodes in the anonymous tveork. Tor belongs to



the category oflow latency protocols, which aim at minimizing the overhead introduced
by the indirections, so as to yield a network supportinginteractive and latency-sensitive
applications such as web browsing. However, low latency ptocols are, by construction,
susceptible to de-anonymisation of communicants through ta ¢ analysis. In contrast,
high latency protocols, such as mixnets DP04], are less e cient, but more robust to
de-anonymisation. Basically, to thwart tra ¢ analysis att acks, mixnets tamper with the
ow of messages, by delaying them and/or changing the ordern which they are deliv-
ered. However, both the Tor and mixnet approaches fail to engre a level of anonymity
su cient for the use-case considered in this thesis. Indeedthey are both based on a
client-server architecture, where the network users are mely clients using the anony-
mous network (composed of relay serversas a service As a consequence, the rst relay
server automatically learns the identity of the initiator o f any given communication, and
the last one learns the identity of the corresponding receigr. Said otherwise, these types
of networks only ensure that no single entity can know the intiator and receiver at the
same time but do not prevent them from learning one of the two.

Although the level of anonymity provided by a client-server architecture may be suf-
cient in many cases, the fact that the communicants' identities can be uncovered is an
issue in our informant-journalist scenario. Actually, in this scenario, the very fact that
the informant is communicating should be concealed. To achdve this stronger version of
anonymity, a few works propose to depart from the client-sever architecture, preferring
to endorse what we hereby denote as Aomogeneous architecture in which each node
is a client and a server at the same time fM02]. That is, every node is a user of the
network, but also relays messages for other nodes. With adtibnal mechanisms (or by
introducing some assumptions), in a homogeneous architegte, it is possible to prevent
the very detection of message sending (and receiving as wellindeed, since every node
relays messages for other nodes, even the rstrelay after #ninitiator of a communication
can not deduce with certainty whether the latter is the actual sender of the messages,
or a simple relay.

However, in practice, existing protocols endorsing a homagneous architecture present
other weaknesses, and do not provide the level of anonymity &aim for. In particular,
most of them are low latency ones, and thus fail to provide annymity against trac
analysis attacks.

Approach and Contributions

The work presented in this thesis is in continuation of previous works on homogeneous
networks. Our goal is to design a fully distributed Internet overlay, that ultimately
ensures anonymity of communicants and prevents the deteabn of the very fact that a
node communicates. Furthermore, these properties shoulddid even in the presence of
a global network observer, in the presence of (collusions pbtorrupted nodes, and resist
to tra c analysis attacks. This level of anonymity is strong er than in past works aiming
at ensuring anonymity over the Internet.

To achieve these goals, we start from Tarzan, a homogeneougagiocol proposed by
Freedman and Morris [FM02]. As the authors note, to prevent the detection of commu-
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nicating nodes against a global network observer, such an ahitecture is not su cient.
Tarzan thus additionally proposes mechanisms based on theanhitation of tra ¢ rates,
and the sending ofdummy messagesi(e. fake messages that do not actually contain any
data). We propose a stronger version of these mechanisms tcclaieve our desired level
of anonymity. The result is an anonymous network in which privacy does not stem from
central entities (or relay servers), but from the willingness of nodes to help each other
in staying anonymous. By design, the more a node helps its nghbors with cover tra c,
the more those can help it in return.

The protocol we propose introduces several other new mech&ms and defenses. First,
we adapt some techniques proper to mixnets into a homogenesiarchitecture, so as to
prevent the possibility of tra ¢ analysis. Secondly, we propose and study the use ofe-
lationship pseudonyms[PKO01] in anonymous networking. That is, any given node in the
network is known by each other node under a di erent pseudonyn. These pseudonyms
are designed to be cryptographically secure, implying thathey conceal the identity of the
node they designate. One advantage of theselationship pseudonyms is that they ensure
a clear separation of knowledge between nodes. This can beeseas a measure oflam-
age control: if a malicious network actor de-anonymises a given node, # pseudonym's
properties prevent her from sharing her knowledge with othe malicious actors. Using re-
lationship pseudonyms for anonymous networking represesta drastic change in identity
management compared to previous work, and raises new chatiges. One consequence is
that, contrarily to the more traditional construction of ne twork routes on-the-y (when
a new communication is initiated), the proposed protocol rejuires a phase of network
discovery, and builds long-lived routes. A third notable characteristic of the protocol
is its heavy use of homomorphic encryption, a cryptographicprimitive that allows to
make computations on encrypted data. With this tool, we implement the computation
of information about the routes (and the computation of the pseudonyms) in a way that
limits the leaking of information about the nodes composingthese routes.

Finally, we conduct a thorough formal study of the designed potocol, under the
angle ofprovable security That is, based on the cryptographic properties of the varias
primitives that we use, we prove that our protocol achieves he desired privacy properties.
Note that producing these cryptographic proofs is a contrikution in itself, since the
formal study of fully- edged anonymous protocols remains auite challenging with the
currently available tools. Finally, we implement a proof-of-conceptversion of the protocol,
and study its performances and practical anonymity. Resuls show that the protocol
introduces high latency, comparably to mixnets, but ensure strong anonymity even
for small networks (i.e. with a few hundred nodes). All these elements show that the
proposed protocol ts into our informant-journalist scenario.

Organisation of the Thesis

This thesis is made of six chapters. In Chapterl, we present the context of the thesis. In
particular, we de ne terms pertaining to anonymous communications networks. Then,
we present the system and adversary models considered in thithesis, before detailing
and discussing the privacy properties we aim to ensure. Chapr 2 is an informal introduc-



tion to existing cryptographic primitives that are used as building blocksin anonymous
networking, and in our protocol in particular. To review the existing works in private
communications, Chapter 3 expands on the elements presented in this introduction, and
distinguishes protocols according to the latency (high or déw) they introduce, and to the
architecture (client-server or homogeneous) they assumeThis chapter also proposes a
review of known attacks against privacy in anonymous netwoks, along with existing
counter-measures. Chapter4 represent the core of this thesis, where we detail our new
protocol for strongly private communications over the Internet, and explain the role of
each component of the protocol. The two subsequent chapterstudy and analyse this
protocol. In Chapter 5, we prove that the protocol achieves the properties laid outin
Chapter 1. Finally, Chapter 6 presents a proof-of-concept implementation of the proto-
col, along with the results of network simulations aimed at dudying its e ciency and
practical privacy. In the conclusion, we present a summary 6 our contributions in the
eld of anonymous communications, and propose leads for fuher improvements. We
also summarise the new perspectives for anonymous commuations that our work puts
in light, and the lessons learned.
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This chapter presents the general context of the thesis. Fit, the relevant techni-
cal terms and concepts are de ned. With this terminology, the system and adversary
models are laid out. Finally, the privacy properties to be ersured in the anonymous
communication protocol are presented along with other sidegoals.

1.1. Terminology

A communication protocol involves an heterogeneous colléion of nodesthat are willing
to communicate to each other. Some nodes may belients, others may be servers
some may be both at the same time. Ananonymous communication protocol enables
communication between client nodes while ensuring some for of anonymity or privacy
to its users. The nodes taking part in anonymous communicatn protocol collectively
form an anonymous network

De nition 1 (Anonymous Network). An anonymous networkis a collection of nodes
running speci ¢ software in order to participate in an anonymous communication proto-
col.

De nition 2 (User). A user of an anonymous network is an entity .g. an individual,
group of individuals, or organisation) seeking to obtain anymity or privacy from the
network.

De nition 3 (Client). A client in an anonymous network is a node run by auser.

De nition 4 (Server). A serverin an anonymous network is a node enabling or aiding
clients in obtaining anonymity or privacy.

Any anonymous network assumes aopology graph, where nodes are vertices and edges
represent a direct communication link between two nodes. Irthis thesis, direct communi-
cation links are assumed bidirectional {.e. the graph is undirected). This topology graph
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may be complete or partial, but is always connected The direct communication links
between nodes are usually realised through an underlying,an-anonymous, pre-existing
network enabled by standard protocols such as TCP/IP or Ethenet. This latter network
is denoted the underlay.

De nition 5 (Underlay, Overlay). The underlay is the network on which the anony-
mous network is based, functioning with a standard communation protocol of its own.

Conversely, the anonymous network is sometimes denoted asatwork overlay (e.g. an

Internet overlay).

The nodes directly accessible from a given node in the anonyous network's topology
graph are its neighbors

De nition 6 (Neighbors). The neighborsof a given node are the nodes with which it
has a direct communication link. That is, the nodes with whit it shares an edge in the
topology graph.

Generally speaking, the goal of an anonymous network is to &w users to commu-
nicate anonymously, i.e. to conceal which sendersends messages to whicheceiver. To
do so, a typical technique, rst presented in the seminal wok of Chaum [Cha81], is to
introduce indirections on the path taken by a message. Thus, a message may be relayed
over several hops in the anonymous network, and can be seentla@r as a sequence of
link messagesor as oneend-to-end message

De nition 7 (Link & End-to-End Message). Messagesgenerally designate any
data or bytes exchanged between nodes. lilk messageis a message from a node to one
of its neighbors in the topology graph. Arend-to-end messagés a message relayed over
several hops in the anonymous network, from its sender to iteeceiver. A link message
is said to carry a particular end-to-end message.

To avoid confusion between the action of sending an end-torel message as the original
sender of a communication, and the action of sending a link masage so as to relay the
end-to-end message it carries, the terms oénd-senderand link-sender are introduced
(and similarly for receivers).

De nition 8 (End-sender, End-receiver, Relay). The original sender of an end-
to-end messageés called anend-sender performing the action of end-sending while the
term link-sender designates the sender of dink message Analogously, the distinction
is made betweerend-receiver and link-receiver. For a given communication, a relay is
a node participating in transporting messages from an endender to an end-receiver: it
link-receives and link-sends messages w.r.t. this communication.

The goal of an anonymous network is usually to protectend-sendersand end-receivers
the end users of acommunication session

De nition 9 (Communication Session). A communication sessionbetween anend-
senderS and an end-receiverR consists in the end-sending of a set oknd-to-end mes-
sageshby S to R.
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Note that a given node may be end-sender with regards to somemmunication session,
and end-receiver or relay with regards to another. When cleafrom the context, the term
sender is used indi erently to designate a link-sender or end-sendr.

Depending on the semantics of its content, an end-to-end masge is apayload or a
routing message. The former contains application-layer data, whd the latter contains
routing information communicated among nodes in order to m&e the protocol work.

De nition 10 (Payload & Routing Message). A payload messagés an end-to-end
messagecontaining application data. A routing messageis an end-to-end message&on-
taining information necessary to make the anonymous commuation protocol function.

Note that the goal of an anonymous network is to ultimately protect the exchange
of payload messagefn communication sessions, theouting messagesbeing a means to
this end. However, if observing routing messages can leadtéx to a breach in privacy,
routing messages must also be protected.

A given node has di erent identities depending on the obsered network layer. For
instance, if the underlay network is the Internet, the node's underlay identity is its IP
address. The user running the node determines itseal-world identity. It may be an
individual, an organisation, or a company. Finally, a node may additionally have an
identity in the anonymous network, its anonymous network identity The term address
is sometimes used as an alias fadentity. Ultimately, what needs to be protected by
the anonymous communication protocol is the real-wold idetity of the node, or more
accurately, the link between it and the node's actions.

De nition 11 (Real-world, Underlay, and Anonymous network Identities).
The real-world identity of a client node is the identity of the user running the node. A
node also has arunderlay identity, relevant to the protocol run in the underlay (e.g. its
IP or MAC address). Additionally, a node may have ananonymous network identity,
an identity only meaningful in the anonymous communicationprotocol.

1.2. System and Communication Model

In this work, the anonymous network is considered to run on t@ of the Internet, i.e. the
considered underlay network is the Internet. Anonymous communications thus take
place in the application layer of the standard OSI protocol stack MR10]. Since an
anonymous network typically introduces indirections, it integrates a form of routing.
The overall network stack consequently comprises (at lea3ttwo levels of routing: one
with IP, and one in the anonymous network. As a result, for onelogical hop in the
anonymous network layer,i.e. a link between two neighboring nodes in the anonymous
network's topology graph, there may be several hops in the tpological graph of the IP
layer. In the rest of the thesis, ahop designates a logical hop in the anonymous network.
Furthermore, for simplicity, the routing in the underlay ne twork is considered completely
reliable (no packet loss, no interference).
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The nodes' underlay identities can be considered as their IRPaddresses. Because an
IP address can often be linked to the identity of the user ownng it, it is assumed that
nding one means nding the other.

Assumption 1 (Public linking of real-world and underlay ide ntities). Real-
world and underlay identities are publicly linkable, and ugovering one means uncovering
the other.

With Internet as underlay, each node in the anonymous netwok can theoretically
communicate with any other node in one logical hop (ignoringmiddleboxesand NAT
traversal issues). However, in this work, it is assumed thatthe underlying topology
graph is connected, butsparse(i.e. highly incomplete). This base assumption allows
to port the results to any underlay providing a connected but incomplete graph, such
as wireless mesh networkszZha+06], or any restricted route environment [EG11]. Also,
this is in accordance with some previous works in anonymous etworks over Internet,
that reduce the direct neighborhood of each node to a small $ef other nodes in order
to preserve its privacy [FM02; Cla+10].

Assumption 2 (Connected but incomplete topology graph). The underlying
topology graph is connected but incomplete.

How nodes choose their neighbors among the overall colleoti of nodes in the anony-
mous network is a research question in itself, and out of the ®pe of this work. This
design point is crucial, however, since a bias in a node's we of the network may lead
the adversary place itself in advantageous situation. In ths work, it will be assumed
that the neighbor selection mechanism ensures that each @nt node has at least one
non-adversary controlled node in its neighborhood.

Assumption 3 (Honest neighbor). Every client node has at least one honest neighbor,
i.e. a neighbor not controlled by the adversary.

This work considers an open, fully distributed system, thatany client node may join or
leave at any time. There is no hierarchy among the nodes, anchiparticular, every node
relays messages for its neighbors, meaning that each nodeassthe network to obtain
privacy in its own communications, and helps other doing so a well. This is de ned as
the homogeneousarchitecture, as opposed to the more traditionalclient-server one that
can be found in the literature.

De nition 12 (Client-Server & Homogeneous Architectures) . In a client-server
architecture, client nodes only assume the role of end-senders and endseévers, and
servers are the relay nodes providing an anonymity serviceotthe clients. In a homoge-
neous architecture all nodes are simultaneously client and server, and assunihe role
of end-sender, end-receiver and relay.

Note that in a homogeneous architecture, end-receivers aralways part of the anony-
mous network, so the communications are limited to nodes ingle the anonymous network

10
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(contrarily to most client-server architectures that allow communication towards e.g. a
plain web server that does not run speci ¢ software).

Lastly, to construct the protocol, this work assumes that there is no central server
of any kind, and no trusted third party such as key servers of erti cate authorities.

Likewise, noa priori secure or private communication channels are assumed amorilge
nodes.

1.3. Adversary Model

In the anonymous communications literature, there are seveal possible adversary models.
These models can be described according to a combination dfitee criteria.

Internal/External An internal adversary takes part in the anonymous network, runs
a node, and potentially acts as sender, relay or receiver. Amxternal adversary
is outside the anonymous network and can only eavesdrop comumications.

Active/Passive A passive adversarycan be generally described as trying not to be
detected. If itis internal, it follows the protocol, if itis external, it merely observes
communication links. An active adversary may deviate from the protocol, or try
to replay or inject messages or tamper with messages it inteepts (even if it is
external). Also, the active category of adversary includesehaviors, where a node
acts in an arbitrary manner, without any particular attack strategy or goal. Also,
an active adversary is sometimes denotednalicious, while a passive one may be
called semi-honest

Local/Global/Collusive A local adversary is restricted to a portion of the anony-
mous network. That is, it can only directly observe or a ect a small region of the
topology graph. A local internal adversary is a node controlled by the adversary
(i.e. a corrupted node), while an external one observes a limited portion of the
anonymous network .g. a couple of links). A global adversaryis not limited in
this sense. In particular, a global external adversary is ake to observe all links
and messages in the network. In between liesollusive adversarieswhich can be
described as a collection of two or more local adversaries aling information and
mounting coordinated attacks.

Assumption 4 (Adversary model). The adversary is considered as a combination of
global external passiveand collusive internal passiveadversaries working collaboratively.

In the rest of this thesis, the adversary is considered as a peerful entity, in ltrating
the anonymous network by running its own nodes or corruptingothers, and recording all
activities and all messages owing through the entire netwak. However, corrupted nodes
follow the protocol speci cation. This is a common model in the literature on anonymous
communications, where the goal is to defend against the verynetwork operators and
governmental institutions.

The global external adversary can also be modeled by statinghat all link messages
going through the network are sent to it, or posted on a public bulletin board This

11
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adversary model has occasionally been deemed unrealistic the past [Syv09. Yet, the
wide-spread eavesdropping capabilities of large entitiekave been demonstrated with the
Great Firewall of China [ Wal01], the FBI's carnivore system [Ste+00] and the PRISM
program [Grel4].

The collusion of internal adversaries is not explicitly bounded in this work: it can grow
to almost being a global adversary, as long as AssumptioBi is respected. The semi-honest
model for internal adversary is quite weak, since in practie corrupted nodes are likely
to cheat in order to achieve their goals. This choice of modeis motivated by the fact
that there is no existing methodology to systematically prove resistance against denial-
of-service, byzantine or arbitrary attacks in complex comnunication protocols. Indeed,
the ever new attacks on the Tor protocol, even after more thanten years of deployment,
attests it: there may be an in nite number of ways to tamper with the protocol, and no
way to check against them all. Considering passive adversas provides a better basis
for the security and privacy analysis in a rst stage. In the future works section of our
conclusion chapter, we put forward some modi cations to the protocol that allow to
resist several active attacks.

Finally, from a cryptographic perspective, the traditional probabilistic polynomial
time (PPT) adversary model is employed Gol01]. That is, the adversary has large
but limited computational power. She can run algorithms which complexity is at most
polynomial in the size of their inputs.

Assumption 5 (Limited computing power adversary). The cryptographic adver-
sary A is considered as aPPT Turing machine.

1.4. Privacy Properties and Goals

This section presents the privacy properties a strongly prvate anonymous communica-
tion protocol should ensure. These formulations are intuitve and informal. Their formal
statements are presented, in Chapteb. Additionally, this section more generally de nes
the goals relative to the e ciency and functionality of the p rotocol, and clari es what it
does notaim to achieve.

1.4.1. Privacy Properties

At the highest level of abstraction, the goal is to conceal wlo communicates with whom,
as well as the very fact that a node does communicate. That iseven though it is
not possible to conceal the fact that there are communicatios, the protocol aims at
concealing who are the end nodes of communication sessions.

To formalise these goals, the notions ofanonymity and unlinkability as de ned by
P tzman and Kéhntopp [ PKO1] are used.

De nition 13 (Anonymity [ PKO1 ]). Anonymity of a subject means that the subject
is not identi able within a set of subjects, the anonymity set.

12
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De nition 14 (Unlinkability [ PKO01 ]). Unlinkability of two or more items of interest
[...] from an attacker's perspective means that within the gstem [...], the attacker cannot
su ciently distinguish whether these items of interest are related or not.

The authors de nition of anonymity recalls that, ultimatel y, an end-sender or end-
receiver can only beat best anonymous among all the users of the anonymous network.
Unlinkability is another notion extensively used in the lit erature on privacy. It is more
versatile, allowing to de ne more privacy notions (actually, anonymity can be de ned
in terms of unlinkability [ PKO1]). Here, the items of interest are mainly the nodes'
real-world identities and the end-to-end payload messagesWith this terminology, ve
properties are de ned.

Property 1 ( Sender Anonymity (SA) ). The adversary can not identify the end-
senders of payload messages in the network within a subsettbe set of all nodes.

Property 2 ( Receiver Anonymity (RA) ). The adversary can not identify the end-
receivers of payload messages in the network within a subsat the set of all nodes.

Property 3 ( Session Unlinkability (SU) ). The adversary can not correlate link
messages from di erent communication sessions, in particlar between the same end-
sender and end-receiver.

Property 4 ( Message Unlinkability (MU) ). The adversary can not correlate link
messages based on thebit pattern or from the cryptographic information they contain
(or that is associated to them). In particular, she can not link messages from the same
session (MU-session) nor link messages carrying the same payload message as igdayed
through the network MU-tracing).

Property 5 ( Tra ¢ Analysis Resistance (TAR) ). The adversary can not perform
tra ¢ analysis of any form, including timing-based analysi s.

SA and RA are the main privacy goals, in the sense that they arethe properties a
user of the anonymous network would expect. They are standat properties, but in this
work, we aim at a strong variant of them. Indeed, most work only aim at traditional no-
tion of relationship anonymity, de ned as the impossibility of de-anonymising both the
end-sender and the end-receiveat the same time Comparatively, SA alone or RA alone
implies relationship anonymity. Secondly, it is important to note that, in the considered
adversary model with a global network observer, SA means thiait is not even possible
to observe the action of end-sending message (and likewise for RA and end-receiving).
In the terms of Freedman and Morris, sending activity is not observable FM02]. Actu-
ally, in the present adversary model, sender anonymity is aguably equivalent to sender
unobservability (a term also de ned by P tzman and Kéhntopp [ PK01]), and likewise
for receiver anonymity. This de nition of anonymity as unob servability can also be
found, in particular, in the Tarzan protocol [ FM02], and more recently in the Pung
protocol [AS16].

The SU property is somewhat related to SA and RA, but not implied by them. It
requires that di erent sessions between the same end-sendand end-receiver are not

13
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linkable, and in particular that messages exchanged betweaea speci c pair of nodes
do not carry any distinctive mark. This would otherwise provide the adversary with
material to infer information on the communicating nodes, basede.g. on the frequency
of their exchanges. The MU and TAR properties both aim at modding the impossibility
for the adversary to gain an advantage for breaking the otherproperties by tracing
or recognising messages. They are not equivalent, but comghentary: the rstis a
cryptographic property, the second is a abstract, network evel property. The separation
is made because formally proving tra c analysis resistanceis uneasy (as discussed in
Chapters 3 and 5). Here, at least the MU property can be formally studied so that
cryptographically speaking tra ¢ analysis can be shown impossible. Lastly, note that
the distinction is made between MU-session and MU-tracing:the former requires that
messages from the same communication session to be unlinkatby a given relay node,
and the latter that a payload message can not be traced by two derent relays on the
message's path. All the above properties can be found in paditerature. In particular,
SU and MU are seemingly equivalent to theno session linkageand no packet correlation
properties of the HORNET protocol [Che+15].

In Chapter 5, these privacy properties are reformulated using the crypbgraphic notion
of indistinguishability. For instance, SA is formulated as the (near) impossibility of
distinguishing between a run of the system where messagm is sent to receiverR by
senderSy from a run where m is sent to R by senderS;.

According to the informant-journalist scenario discussedin the introduction, these
properties provide strong anonymity to the informant, even against the journalist. The
goal is to allow bi-directional communications between thetwo parties, without the jour-
nalist nor any internal or external network actor learning t he identity of the informant.
In this regards, SA and RA conceal the very fact that the informant communicates.
More accurately, SA (resp. RA) ensures that no message can bettributed as having
been end-sent (resp. end-received) by the informant, evenybthe journalist itself. Then,
SU prevents the linking between communication sessions ofhe same informant and
journalist. Meaning that if one session is de-anonymised, e anonymity of the others
remains. TAR, MU-tracing, and MU-session prevent the tracing of the message and
reconstruction of the communication pattern between the irformant and the journalist,
which could then lead to a breach of SA or RA (as exposed in Seicin 3.4, which reviews
the existing threats to privacy in anonymous networks). Lagly, because the network
is homogeneous and no asymmetry is introduced between noddbe journalist actually
enjoys the same privacy guarantees as the informant, with tle exception that an infor-
mant initiating a communication with a journalist, of cours e, knows the identity of the
said journalist.

1.4.2. What the Protocol Does and Does Not Achieve

Aside from the privacy goals, the protocol aims at being comgetely decentralised and
distributed. It is above all made for non-latency sensitive communication among nodes.
However, the protocol makes no e ort to prevent against denal-of-service attacks €.9.
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refusing to relay), or to hide participation in the anonymous network. Also, making
the protocol e cient is a secondary goal compared to ensurirg the privacy properties.
Some essential design points of a routing protocol, such argestion and bandwidth
management are merely discussed and accounted for, but nobdluded in the design.

1.5. Summary

This chapter laid out the foundations of this thesis, from the terminology it uses to the
privacy properties it aims for. The chapter also details thecontext and the assumptions
on the system and possible attacks under which the protocol toould run. The goals
in terms of privacy can be quali ed as strong, since, as shown in Chapter3, they are
stronger than the usual properties ensured in the anonymougommunication protocols
literature.

15






2. Cryptographic Tools

2.1. Preliminaries . . . . . . . .. 17
2.1.1. Notations . . . . . . . 17
2.1.2. Cryptography and Hard Problems . . . . . ... ... .. ... ...... 18

2.2. Public Key and Secret Key Encryption . . . . ... ... ...... .. 19

2.3. Cryptographic Hash Functions . . . ... .. ... .. ........ .. 20

2.4, Key Agreement . . . . . . . . . 21

2.5. Homomorphic Encryption (HE) . . . . . . .. ... ... ... ..... .21

2.6. Universal Re-encryption (URE) . . . . .. .. ... ... ...... C 23
2.6.1. Re-Encryption . . . . . . . . . 23
2.6.2. Universal Re-Encryption . . . . . . . . . . .. .. .. 24

2.7. Summary of Cryptographic Tools . . . . . .. .. .. ... ...... .. 25

The aim of this chapter is to introduce the cryptographic primitives, the building blocks
with which the protocol is built. This chapter is rather info rmal from a cryptographic
point of view. In particular, the formal de nitions of secur ity notions, such as the
semantic security of encryption schemes, are not given herdnstead, they are deferred
to Chapter 5, just before presenting the security proofs.

Before all, preliminary notions of algebra and provable searity in general are very
briey recalled. Then, the concepts of public- and symmetric-key encryption are pre-
sented, followed by the description of four primitives: the SHA-3 hash function, the
Di e-Hellman key-exchange, the Elgamal homomorphic encryption scheme, and univer-
sal re-encryption. Each primitive is abstractly presented along with its functionalities
and security properties. The notion of universal re-encrypion, less present in the litera-
ture, is presented in more details.

2.1. Preliminaries

As a preamble, the mathematical and cryptographic notationrs employed throughout
the thesis are described succinctly. Then, the principle othard problemsand provable
security in cryptography is recalled, along with the main hard problem used in this work,
the Decisional Di e-Hellman (DDH) problem.

2.1.1. Notations

Table 2.1 lists various mathematical and cryptographic symbols usedthroughout this
thesis.
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Symbol | Description Example
Assignment of a result to variablec ¢ Endpk;m)
= De nition of a function or term f(x;y) = x?
$ Uniform choice of an element in a set X sN
k Concatenation operator m1kms

Product of two numbers or group elements

_ X=Yy z
(omitted when clear from context)

iSj Number of elements in a set, or bit-size of a number INJ, jXxj

Table 2.1. Mathematical and Cryptographic Notations

This work makes extensive use ofjroups and subgroups and in particular multiplica-
tive, abelian, and cyclic groups [Sho09. Denoted G, a group is hereby characterised
by a generatorg and an order jGj. The product symbol is used for multiplication
between group elements, and although all operations take pke within a modulo n for
somen 2 N, the term mod n is often omitted and implicit from context. The mul-
tiplication of e; 2 G by e21, the inverse ofe; 2 G, is sometimes noted with a division
symbol e;=6.

2.1.2. Cryptography and Hard Problems

Cryptographic constructions rely directly or indirectly o n the assumption that some
problem is hard to solve. For instance, the Rabin encryption scheme glies on the as-
sumption that factoring large numbers is hard MOV96, Section 8.3]. A problem is
consideredhard if there exists no known e cient algorithm that solves it, i.e. when

it can take several years even for extremely powerful machies to solve it. Formally,
a problem isassumedhard if it can not be solved by any known polynomial time algo-
rithm, i.e. when there exists noPPT adversary that solves the problem. This is captured
by the security parameter : a problem is hard when it takes at leastO 2 time to

solve, i.e. time exponential in . The current recommendation is a security parameter
of =128 bits [Girl5].

In this work, the problem we are mainly interested in is the Decisional Di e-Hellman
problem. It consists in the following: for a given groupG = hgi and elementsg?; g°;
g° 2 G, with a;b sZq, to distinguish whether ¢ = abor ¢ sZq. Intuitively, saying
that the DDH problem is hard means that even if g and g° are known, the term g
can not be computed, and actuallylooks random In the rest of this thesis, the DDH
assumption refers to the assumption on the hardness of the DH problem.

The DDH problem is assumed hard in various groupsBon98]. The most suitable way
to instantiate G for this thesis, is to take a subgroup of prime orderg of the multiplicative
group Z, wherep =2q+1. For =128, itis advised to setjpj 2048 andjqj 200,

1 These are the values recommended by the ANSSI (the French National Cybersecurity Agency). Other
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With a suitable generator g (such that 9e 2 Z,,, g = e mod p 6 1), the group can
be described asG = hgi = ¢ modpji2 Zy . In the rest of the thesis, the term G
denotes this speci c group (unless stated otherwise). Moraletails on how the group G
can be instantiated and how elements are drawn from it can bedund in Appendix A.

2.2. Public Key and Secret Key Encryption

Encryption [ Gol04, Chapter 5] is the most common cryptographic primitive for ensuring
con dentiality of data (or meta-data). Encryption schemes can be divided in two generic
categories: public key encryption (PKE) , and secret key encryption (SKE). These cate-
gories are also referred to assymmetric and symmetric encryption.

The main di erence between PKE and SKE is conceptual. The fomer usespairs of
keys (pk; sk) with a public and a secret (or private) part. Anyone can encrypt data using
the public part of the key, producing ciphertexts that only the owner of the private key
can decrypt. In SKE, there is only one keyk, kept secret to typically two entities, used
both to encrypt and decrypt. While PKE schemes are mainly bagd on number-theoretic
(or, more largely, mathematical) problems, most well knownSKE schemes are based on
block or stream ciphers It is known that SKE schemes are much more e cient (for the
same security level ), but less exible than PKE schemes. In particular, SKE requires
the communicating parties to share a common symmetric key bf®re any communication
can take place (by agreeing, or exchanging one), while the falic key in a PKE scheme
allows one to straight away encrypt and send data to other paties. As a result, it is
common to perform encryption in a hybrid way: to take advantage of the e ciency of
SKE, the data is encrypted with a symmetric key k, and the latter is sent encrypted
under the public key of the recipient.

This work uses PKE extensively, and SKE in speci ¢ occasions Below is a generic
description of a PKE scheme, under itsprobabilistic form.

De nition 15 (PKE scheme). Given a plaintext space P, a ciphertext spaceC, a
key spaceK = (Kyk K sk), and a random coins spaceR, a probabilistic PKE scheme
consists of (at least) the following three operations:

Key Generation: KeyGerfl ):f0;1g ! (Ko K sk)
A probabilistic polynomial time algorithm outputting a key pair (pk; sk) achieving
the level of security specied by the security parameter , where pk denotes the
public key whilst sk denotes theprivate key.

Encryption:  Enqpk;m;r):Kp P R!C
A deterministic polynomial time algorithm that, given a pulic key pk and a plain-
text m, outputs a ciphertextc encrypting m with the randomnessr.
Alternatively: Engpk;m): Ky P !'C  can be described as a probabilistic algo-
rithm, where r is internally and randomly sampled.

organisations may recommend slightly di erent values [ Girl5].
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Decryption: Deqsk;c): Kg C!P
A deterministic polynomial time algorithm that, given a private key sk and a
ciphertext ¢, outputs m if ¢ Endpk; m) and sk is the private key corresponding
to pk.

A SKE scheme also roughly follows the same description, expéethat it only handles
onesecret keyk. For short, symmetric encryption of plaintext m with k is denotedf mg,.
Additionally, the randomness r used by a SKE scheme is callethitialisation vector (IV)
and, contrarily to a PKE scheme, can safely be made public andent along with the
ciphertext it relates to.

A PKE (or SKE) scheme achievessemantic security, a notion also known asindis-
tinguishability under chosen plaintext attacks (IND-CPA) , if, given a ciphertext, the
adversary can not learn anything about the underlying plaintext. More formally, this is
captured by the impossibility for the adversary to distinguish whether a ciphertextcis an
encryption of mg or m; whenmg and m; are known and chosen by the adversary herself.
IND-CPA is the notion of security used in this work. However, there exists stronger no-
tions, such asindistinguishability under chosen ciphertext attacks (IND-CCA) security,
where the adversary is given additional capacities. Namelyit is given the opportunity
to decrypt any ciphertexts she wants except of course the cHkenge ciphertext c, as this
would immediately tell her if it is an encryption of mg or of mj.

2.3. Cryptographic Hash Functions

A hash function h(x) : f0;1g ! f 0;1g" is a deterministic function e ciently map-

ping an input x of arbitrary length to an output of xed n-bit length. A cryptographic
hash function exhibits additional properties, such as the well knownpreimage resistance
2nd-preimage resistance and collision resistance properties [MOV96; RS04, that (infor-
mally) prevent from inverting the function, or nding two in puts that hash to the same
value (the latter is called a collision).

Hash function are commonly used to ensurealata integrity of messages sent over un-
trusted communication channels. But they can also be used taesign key derivation
functions (KDF) (to derive keys from a shared secret), orpseudo-random functions
(PRF) (to produce unpredictable sequences of bits)NIOV96].

In this thesis, the SHA-3 hash function NIS14] is used as a KDF to derive many keys
from a single secret, and as a PRF to transform algebraicallyelated inputs into (seem-
ingly) unrelated data. SHA-3 is based on theKeccak function [Ber+11], which realises
preimage resistance, 2nd-preimage resistance and colbsi resistance. More accurately,
the security of Keccak is stated in comparison to a truly random function, which implies
that it realises all three properties, and makes it suitableto be used as KDF and/or
PRF.
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2.4. Key Agreement

The most used method for generating common secrets, in paxular over the Internet,
is the Di e-Hellman key agreement (DHKA) , or Di e-Hellman Handshake [DH76]. It
typically involves two parties X and Y, that exchange elements from a group in which
the DDH assumption holds. With the group G de ned in Section 2.1.2, the protocol is
executed as follows.X sendsA = g2 G for a sZg, then Y answers withB = g°2 G
forb sZg4, and they nally compute secret= B2 = AP 2 G. Since the DDH assumption
holds in G, it is ensured that only X and Y know the secret, and that it constitutes a
suitable random seed that can be fede.g. to a KDF or PRF.

In this thesis, the DHKA and a KDF are used to generate many semets shared by two
neighboring nodes. It is known that this basic, unauthenticated version of the DHKA is
subject to a man-in-the-middle attack. However, this attack is not part of the passive
adversary model considered in this work. Furthermore, the e of an authenticated
version of the DHKA requires e.g. to assume that parties possess public keys certi ed
by a trusted authority [ Gol04]. However, in this thesis, we aim at avoiding the reliance
on such a central entity, and prefer a fully distributed architecture.

2.5. Homomorphic Encryption (HE)

Traditional encryption transforms a plaintext into a rando m-looking bit-string which can
not be of any use to anyone without the corresponding decrygbn key. A homomorphic
encryption (HE) scheme di ers in that it allows one to apply transformations to a cipher-
text, which map to known and predictable transformations on the underlying plaintext,
without leaking information on the latter. That is, in a HE sc heme, there exists ahomo-
morphism from the ciphertext space C to the plaintext space P. For instance, in some
HE scheme such as Paillier's, themultiplication of two ciphertexts Enqm1) Engqmy)
results in a ciphertext Endmj + my) encrypting the addition of their plaintexts [ Pai99].
The applications of HE include electronic voting, private information retrieval, secure
multi-party computation, and more generally, the protecti on of privacy in cryptographic
protocols [Rap0€g. The most direct application, however, is the secure delegtion of com-
putation, without the need to reveal the data on which the computation is performed.
For instance, it is possible for a device with low computation power to delegate heavy
computations to the cloud. For that, the device encrypts its data with a HE scheme,
sends it to the cloud, which performs the computations and sed the result back. The
cloud never learns details about the data it processed, onlits nature (e.g. it knows how
it is encoded, and has the knowledge of how to handle it).

Initially described by Rivest et al. [RAD78], HE subsequently attracted a lot of a
attention. A major milestone was passed with the rst fully homomorphic encryption
scheme proposed by Gentry in 2009Gen09, which is capable of evaluatingany function
(that would be normally computable on clear data) on encrypted data. However, even
though great advances have been made in the recent years, HE remains impractical
as of today. In this thesis, we resort to simple, less powerfuschemes that only allow a
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restricted set of operations.

The exibility given by HE comes at the cost of reduced securty. Indeed, HE schemes
are at bestIND-CPA secure, and by de nition can not achieveIND-CCA security. This
is mainly due to the malleability of the ciphertexts, and to the fact that learning the de-
cryption of one ciphertext Enalm) means getting information about all other ciphertexts
that are known to encrypt a function of the plaintext m. In practice, if this downgrade
in security poses a serious threat, one can use authenticatn of plaintexts or ciphertexts
via integrity-checking tools, such asmessage authentication codesor another layer of
traditional encryption on top of the HE scheme.

The Elgamal HE scheme

In this work, HE is used in particular to privately compute an onymous network identities.
Because its homomorphic properties are adapted to our needsve use the Elgamal PKE
scheme Elg85]. This scheme works over any group in which the DDH assumptin holds,
but it is presented here for the speci ¢ groupG considered in this work. The presentation
below features theKeyGen Enc Dec operations proper to PKE schemes.

KeyGerfl ): Given G described byg and g, pick a random x 2 Z4 and compute
h= g* 2 G. Output ( pk;sk) = ( h;x).

Endgpk; m;r): For m 2 G and a randomr 2 Zg, output c=(g';m h") 2 G2.
Deq(sk;c): Let ¢ =(cp; c1). Compute and output

r Xr
@ h mg—:mmodp

C)é - m(gr)x - o

The Elgamal scheme is semantically secure under the assuniph that the DDH is in-
tractable in the group G. Under the same assumption, the Elgamal additionally satises
the key-privacy property, ensuring that it is impossible for the adversary to distinguish
which key among two or more candidate keys was used to encrypsome ciphertext.
This notion is also called indistinguishability of keys under chosen plaintext attacks
(IK-CPA) [Bel+01].

The scheme allows the following homomorphic operatior’s for m; m°2 G, ciphertexts
c=(co;c1) = Engpk;m;r) and = (cJ;cf) = Enapk;m%r9, and 2 [0;jGj 1:

(1) Multiplication: multiplication of the plaintexts unde rlying two ciphertexts
CtxtMult(c;d) = (e ;a1 )
— (gr+r0. m m° hr+r0)
Endpk;m m®r + r9

20ther operations are possible, but here are listed only the relevant ones for this thesis.
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(2) Plaintext multiplication: multiplying an underlying p laintext by an other plaintext
PlainMult(c;m% = (cp;c; m9Y
=(g'im m° h")
Endpk;m m®r)

(3) Scalar exponentiation: exponentiating an underlying gaintext
ScExgc; ) =(cp;¢)
=(g im h")
= Endpk;m ;r )

(4) Key Homomorphism: for (pléo, sk9 = (h%x9

KeyMult(sk® ¢) = (cp;c1 )
=(g;m (h h9Y)
= Enqpk pk®m;r)
The inverse operation is simply KeyDi\(sk® ¢) = ( cp; Deqsk® c)). For short, the
operation Decis used to denoteKeyDiv throughout the thesis, since the latter can
actually be seen as gartial decryption.

Notice how the last operation, KeyMult, actually shows that the Elgamal scheme
supports encryption under multiple keys. That is, a plaintext m can be encrygted as
¢ Endpki pks pkn; m). It can either be decrypted in one sitting, with Ded ; sk;;
), or in multiple steps using Dedsk;;c). Since G is abelian, the order of keys do not
need to be respected when decrypting in multiple stepsdg.g. Dedsks; Deqsks; €)) is the
same asDeqsks; Dedsks; €))).

2.6. Universal Re-encryption (URE)

This work makes heavy use of re-encryption and universal rencryption as a means to
modify the appearance of ciphertexts, and ultimately prevent the tracing of messages in
the network. This section rst presents standard re-encrygtion, and then the notion of
universal re-encryption.

2.6.1. Re-Encryption

Re-encryption, in a probabilistic PKE scheme, consists in hanging the random coinsr
embedded in a ciphertextc = Endpk; m;r), while leaving the plaintext m untouched.
Indeed, recall that in a probabilistic PKE scheme, for the sane public key, a single
plaintext m has many possible di erent encryptions depending on the vale ofr. The
motivation behind re-encryption is changing the appearane of a ciphertext in such a
way that it is unrecognisable, even given information on theoriginal ciphertext.

The Elgamal scheme, as most HE scheme, supports re-encrypti. The re-encryption
of ciphertext ¢ = Engpk;m;r) = (co;¢1) = (g";m h")into c®is performed, givenpk = h,
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by sampling r° sZq and computing:

= (e ga h)
(gr+r0.

m hr+r0)
Endpk; m;r + r9

Intuitively c®is unrecognisable because? is uniformly random, thus grO and h'” are
uniformly random as well and act as amask for ¢y and c; respectively. Note that the
plaintext m does not need to be known to the entity carrying out the re-encyption.

In anonymous networking, the main application of re-encrygion is to modify the
appearance of messages as they travel through an anonymoustwork, to prevent their
tracing®. It is actually one of the alternatives to the more common tetinique of onion
routing (see Chapter3). However, to re-encrypt messages transiting in the netwak,
the knowledge ofpk = h is necessary, in order to multiply the second component ot
with h™®. This can be an issue, because a public key can act as a globdenti er in the
anonymous network, which we want to avoid in this work (see Clapter 4 for details). The
use of public keys in re-encryption can be avoided by resontig to universal re-encryption
(URE).

2.6.2. Universal Re-Encryption

The notion of URE was proposed in 2004 by Golleet al. [Gol+04], along with an example
of URE-enabled scheme. A URE-enabled scheme exhibitsldReEncoperation in addition
to KeyGen Enc, and Dec. This operation does not necessitate nor leak information o
the public key of re-encrypted ciphertexts. The authors al® propose a new notion
of security, suitable for schemes supporting URE, nameduniversal semantic security
under re-encryption (USS). It is based on the traditional notion of semantic security of
PKE schemes, and additionally requires that re-encrypted ghertexts are unrecognisable
from their original ciphertext. More precisely, USS statesthat an adversary knowing
pko; pk1; mg; my;rg, and r1 should not be able to distinguish UReEn¢ENQ pko; mo; o))
from UReENn¢ENApky; my;rq)).

In the same work, Golle et al. present an extension of the Elgamal scheme support-
ing the UReEncoperation, hereby called URE-Elgamal. In this scheme, a plaintext is
encrypted as a pair of Elgamal ciphertexts: the rst one encipts the plaintext, and the
second is an encryption of thadentity element of the group G (i.e. an encryption of one).
An encryption of one core in the (standard) Elgamal scheme has the following propertes:
(i) anyone can generate new re-encryptions of the ciphertexcone without knowledge of
the public key that encrypted it; and (ii) given solely an encryption of one, anyone can
re-encrypt any ciphertext using the homomorphic properties of the scheme. These two
properties thus allow the re-encryption of any ciphertext, without public keys.

3 Jakobsson however uses it to build averi able mixnet , i.e. a network that detects malicious behavior
from relay servers [Jak99].
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More precisely, the UReEncoperation of Golle et al. is de ned as follows, on input
C =(Endpk; m;r); Endpk;1;rone)) = (( Co; C1); (Coneg; Coner)):

UReENEC) = (Cp Coney; C1 conei);(conego;coneio) with (s;s9 $Z§
= Endpk;m;r + rone S); Enqpk;1;rone s

The authors prove the USS property of the URE-Elgamal schemgbased on the IND-
CPA and IK-CPA property of the plain Elgamal scheme. The drawback of the con-
struction, however, is its ine ciency. Indeed, a plaintext of n bits becomes # bits of
ciphertext (against only 2n bits for plain Elgamal), and re-encryption requires 4 modubr
exponentiations and two multiplications.

Several works make use of the URE-Elgamal scheme, to changbe appearance of
messages and prevent their tracingGol+04; GKK04; Lu+05; HLF12]. The advantage
of URE over standard re-encryption in this regards, is that it does not require a (public)
key distribution at the initialisation of the network. The rst anonymous network using
URE is from Golle et al. (in the same work), who propose a straightforward applicatbn
of the scheme to construct a protocol in thebulletin board model (a public structure
where any party can read or write), yielding a rather theoretical protocol. The same year,
Gomu@kiewiczet al. [GKKO04] (surprisingly) used URE to build an onion routing protocol .
Note that the privacy guarantees of the works of Gomu@kiewie et al. [GKK04] and Lu et
al. [Lu+05] have actually been broken by Danezispan0g]|, but the attacks exhibited do
not pertain to URE itself but rather to a misuse of the technology. More recently, URE
has been used in an anonymous network construction by Huangt al. [HLF12]. The
authors actually make use of standard and universal re-engption alternatively. The
former for ciphertexts encrypted under the public keys of réay servers of the network, and
the latter for ciphertexts encrypted under the receiver's public key pkr, thus preventing
the relays from learning pkg, and ultimately deducing the identity of the receiver.

In this thesis, it is the latter approach that is chosen: all messages are encrypted under
the receiver's public key, URE is used to change their appeance, and relay nodes do not
learn the receiver's public key nor identity. In practice, the UReEncoperation is broken
down into several functions, which are used individually ona need-basis. Indeed, by the
way the protocol is designed, full URE-Elgamal ciphertextsare not always necessary:
in many occasions, messages do not need to embed an encryptiof one, as nodes will
already have a suitable one available. As a result, bandwidt is saved, and the workload
for re-encryption is reduced. The atomic functions are destbed in detail in Chapter 4.
In their use, care is taken to reproduce theUReEncoperation so that the USS security
de ned by of Golle et al. [Gol+04] still holds.

2.7. Summary of Cryptographic Tools

In this chapter, the four main cryptographic primitives tha t will be used to design
the protocol have been presented, recalling necessary matmatical and cryptographic
notions beforehand.
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The main assumption on which the security of the primitives rely is the hardness of
the DDH problem, since the DHKA, the Elgamal scheme, and the URE constructions
all rely on it. Also, all three primitives work in the same group G. As a matter of fact,
most of the operations and elements constitutive of the probcol will lie in G.
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This chapter presents the state of the art in privacy-preseving communication proto-
cols, using the terminology introduced in Chapterl. The aim is, ultimately, to show how
the work in this thesis builds on pre-existing ones, and to rgiew the potential threats
against the SA, RA, SU, MU and TA privacy properties in anonymous networking.

Several sub-domains in privacy-preserving communicatiorprotocols co-exist: direct
messaging[Cha+16], le sharing [Cla+01], those focused orelectronic mail [Mol+03],
the electronic voting protocols [MN10], and the multi-purposes protocols [DMS04]. The
focus in this thesis is ondirect messagingprotocols, that allow any two entities to directly
communicate any kind of data over the Internet. Consequenty, and to narrow the scope
of this survey, only the protocols having this explicit goal are presented.

Then, the literature on privacy-preserving direct messagng protocols distinguishes
two general categories, based on the latency they introducen the delivery of messages:
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high and low latency protocols. These categories are sometimes respectivelyeidti ed
to mixnet and onion routing [Cha+16]. However, there are many exceptions to this
categorisation. For instance, some onion routing protocd introduce high latency [GT96;
DDMO03; Mol+03; SSH08, which can be confusing. Hereby, a categorisation in three
classes is proposed. The rst consists in low latency system(not necessarily associated
with onion routing), which includes the well known Tor proto col [DMS04]. The second
is focused on high latency systems, and in particular on the rixnets. The last category
relates to (high or low latency) homogeneousetworks (as de ned in Chapter 1), which is
of particular relevance since the protocol proposed in thisvork considers a homogeneous
architecture.

These three categories however share a common base idea fooyding anonymity. It
is better explained by coming back to the most basic and simp@ way to obtain anonymity
on the Internet. using a proxy. A proxy is an intermediary server that makes the
request on behalf of a client, thus concealing its identity. However, using only one proxy
means completely relying on its honesty. The proxy knows thesender and receiver
(e.g. the client and the web server requested), and may keep recosdof past requests
or divulge them. Thus, it is common to use several such intermediaries. This is the
most common approach to anonymous networking, and the basalea of all anonymous
networks presented in this chapter.

The chapter begins with three sections, one for each identied protocol category. Af-
ter a description of the category, a representative protocbis described, along with its
claimed anonymity properties. Then, Section3.4 reviews existing attacks on anonymous
networks, that directly or indirectly participate in breac hing privacy (mainly by nding
senders or receivers). As attacks are described, their imga on each protocol category
is studied. This survey of attacks aims at highlighting the necessary safeguards and
mechanisms to ensure SA, RA, SU, MU and TAR. The last section oncludes and places
the present work in the continuation of existing ones.

3.1. Low Latency Networks

The most e cient and practical privacy-preserving protoco s on the Internet are low
latency ones BG03; DMS04; Che+15; AS16; I2P]. Most low latency networks seek to
realise relationship anonymity, stating that it is impossible uncover the communication

relations, i.e. de-anonymise end-senders and the end-receivead the same time The

speci city of low latency network, is above all to aim at intr oducing these indirections
with minimal overhead compared to a direct sender-receivecommunication. That is,

the trade-o between e ciency and privacy is tilted in favor of e ciency here. As a

result, low latency protocols support time-sensitive appications such as live chats and
web browsing. This explains the popularity of such protoco$ over high latency ones
among the general public. For instance, the Tor PMS04] and 12P [I2P] protocols are
deployed over the Internet and fully operational.
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3.1.1. Building Blocks and Properties of Low Latency Networ ks

Low latency networks are usually based on the client-servearchitecture. As such, net-
work edges areobservable SA and RA do not hold. Indeed, the rst relay server (or an
external observer of the link between it and the sender) detets the sending activity of
S, and breaks SA as de ned in Sectionl.4.1. The same applies to the last relay server
and RA. On the other hand, the client-server architecture pus little burden on users,
and allows them to contact receivers outside of the anonymaosi network (e.g. a regular
web server).

Note that even though none of SA nor RA holds, relationship amnymity may still hold.
It is only necessary to have (at least) one honest relay, anda prevent non-neighboring re-
lays from recognising messages as they travel down the rel@ervers. More generally, the
tracing of messages must be prevented. However, the specitg of low latency protocols
is to prevent tra ¢ analysis only up to a point, as long as it does not impact e ciency too
much. In view of the MU/TAR separation made in Section 1.4.1, this class of protocols
only aims at a form of MU. In particular, most protocols encrypt messages, and change
their appearance at each hop. This last point is usually perdrmed either by decrypting
and re-encrypting at each relay server Cha81], using onion encryption [DDMO03], using
(universal) re-encryption [Gol+04], or simply using random bit-strings as masks PG09].
In addition, some works ensure that all link messages are ofhe same size, to prevent
tracing based on size.

However, network-level tra ¢ analysis (corresponding to TAR), based on timing or
tra ¢ shape for instance, is usually not prevented at all. Th e rationale being that the
cost of integrating such protection is either prohibitive for the user experience, or simply
too costly compared to the security guarantees it brings. Asa result, in most low latency
protocols, corrupting the rst and last relays of a communication is enough to completely
break anonymity, and uncover which end-sender and end-re@dger communicate together.
This may even be possible without corrupting end relays, butmerely by observingthe
rst link (between sender and rst relay) and the last link (b etween last relay and
receiver) of the communication.

Finally, note that low latency networks do usually (implici tly) ensure a form of SU
(or variants of it), in order to realise relationship anonymity. The usual adversary model
of low latency networks is weaker than the one considered inhe present work, mostly
in that the external adversary is assumed local or collusivebut not global. Also, they
achieve their anonymity goals only under the assumption tha no tra c analysis is
possible, or equivalently, assuming that the rst and last relays (and links) are not
corrupted.

3.1.2. Description of Tor

As a study case, we present the Tor protocol[DMSO04] and its claimed anonymity. It is
the most successful anonymous protocol to date, serving tay more than two millions
users. Tor runs over the Internet without restrictions on the topology graph (any Tor
node can directly contact any other), and based on a client-srver architecture. Server
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nodes are calledonion routers (OR). Anyone may freely run an OR, or join the network
as a user. Users rely on existing ORs to create a circuit and tonel their connections to
a receiver out of the anonymous network, such as a web servem practice, a circuit is
always made of three ORs chosen by the user. They are called gfentry, the middle, and
the exit nodes. It is assumed that the sender knows the ORs and their ¢t ed public
key. For that, Tor provides directory servers, a small set of trusted servers responsible
for publishing information on the network to all nodes. The crcuit construction by
the sender consists in distributing the circuit identi ers to the chosen ORs. The circuit
construction is telescopig and depicted in Fig. 3.1. For compactness, a case with only two
ORs is shown. Circuit construction with a third OR is easily deduced. Communications
between pairs of nodes are assumed to work over a secure TLSne@ction to counter
external adversaries. In Fig3.1, Enc designates RSA encryptionf mg, designates AES
encryption of messagem with key k, and h the SHA-1 hash function.

Alice (sender) OR31 OR3 Bob (website)

create(cidy); Endpkor, ; 9%)
createdcid;); g h(k = g?)

n (o)
relay(cid;); extend OR2; End(pkor,; ¢*) .

creatdcidz); Endpkog,; ¢®°)
createdcidy); g%; h(k®= ¢g®%)

n o
relay(cidy); extendedg™; h(k9 .

relay(cid;);ff data; Bob;"HTTP request’ g o0,
relay(cid,);f data; Bob;"HT TP request’ g,o
HTTP request
HTTP response

relay(cidy);f data;"HT TP response' g,o
relay(cid;);ff data;"HT TP response' g,o9,

Figure 3.1. Circuit Construction in Tor (inspired from [ DMSO04, Fig. 1])

For a circuit over two ORs, the construction takes two steps. First, the sender andOR
exchangecreateand createdrouting messages e ectively realising a DHKA to obtain an
AES key k. This key agreement is authenticated from the point of view d the sender
(i.e. it can check that the key is shared with the OR it expects), sirce the rst half is
encrypted with OR1's certi ed public key, and the value of the key is con rmed by h(k).
In this rst phase, the sender also communicates the circuitidenti er cid; it chose to
OR;.

In the second phase, another DHKA is carried out between the ender and OR> to
agree on a keyk® with OR1 acting as relay. For that, the sender gives aelaymessage with
cid; to OR41, and a nestedextendmessage encrypted withk (which OR1 can decrypt).
The extend message instructsOR; to send a create message toOR,, with a circuit
identi er cid, of its choice, identifying the circuit link between OR; and OR». cid; is
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completely independent of the value ofcid;. OR» answers toOR; as if the latter was
the original sender, andOR; forwards its answer back to Alice in anextendedmessage
nested within a relay message. Note thatOR; can not disturb the DHKA or perform a
man-in-the-middle attack on the DHKA, without Alice (the se nder) noticing it.

Once the circuit is built, the sender can start sending data b e.g. a web server in
this example. For that, the sender creates aelay message forcid,, accompanied with a
doubly encrypted data packet: the outer layer of encryption is with k, and the innermost
with k® OR; handles the message as follows: hgid;, OR; knows that it must use k to
decrypt the nested message, replacejd; by cid,, and forward to OR,. Each OR on the
route acts in the same way, and the last,OR; in this example, gets thedata command,
instructing to send a HTTP request to the server named Bob. Mae generally, any IP
packet can be tunneled through Tor, not only HTTP ones. When OR, gets the HTTP
response, it sends it back encrypted undek®to OR; with cid>. OR; re-encrypts it with
k, and forwards it to the sender, which can decrypt the two layeas of encryption and get
the HTTP response.

There is a possibility in Tor to communicate with receivers inside or outside the
network, without even knowing its IP address. This mechanisn is called hidden services
and allows a receiver to be contactedria an anonymous address, not publicly linked to its
real-world identity. For that, a receiver builds a reverse drcuit using ORs it choses, and
keeps it alive. In that circuit, the OR farthest to the receiver is its rendez-vous point
Its IP address is published in directory servers, along withthe receiver's anonymous
address. When a sender wants to contact that receiver, it quees the directory servers,
gets the rendez-vouspoint, and creates a circuit towards it. The sender then stats
sending message containing a speci ¢ command and the receivs anonymous address,
essentially instructing the rendez-vouspoint to forward those message into the circuit
built by the receiver. Hidden services are thus implementedby joining two circuits, one
from the sender, and one from the receiver.

Finally, the protocol uses xed length messages, provides ays to manage, open, or
destroy circuits, and to manage message ows.

The nested encryptions structure in the above description is generalf called an onion,
and protocols based on onions are callednion routing protocols. Onion routing is a way,
as URE, to modify the appearance of messages at each hop in ayptographically robust
manner. Generally, the onion is created by the sender, and aaler is peeled o by each
of the nodes on the route. The Tor onion structure has the paricularity of not growing
in size with the number of hops the message makes. Indeed, dais encryptedin place,
and since with AES, a plaintext of n bits produces a ciphertext ofn bits, encrypting a
plaintext multiple times always results in n bits®. However, many onion routing protocols
exhibit onions structures that grow in size, such as in Mixmnion [DDMO03], because at
each layer, they embed routing information for each relay sever on the route.

Tor solely aims at relationship anonymity. It exhibits the i nherent vulnerabilities of

11Vs are not sent along the ciphertexts: Tor actually uses AES in counter-mode, always initialising the
IV to zero.

31



3. Background and Related Works

low latency networks. As the authors note since the early ddgn stages of the proto-
col [DMSO04, Section 7], corrupting entry and exit relays, or observingthe edges of the
network allows to re-link senders and receivers.

Additionally, various elements of design in the protocol dgyrade privacy to increase
performances. In particular, the OR selection made by userss biased towards nodes
with most bandwidth. This allows a powerful attacker with la rge resources to place itself
at strategic points in circuits. In the same idea, directory servers constitute targets of
choice for an adversary willing to advertise false informaion on ORs. Alternatively,
simply observing which user queries which directory servecan help track users based
on their assumed view of the network PDMO03, Section 7].

3.1.3. Concluding on Low Latency Networks

Low latency protocols are well suited for a use by a broad pulit, and to provide
anonymity for the masseqLin16b]. Indeed, although it provides somewhatweakanonymity,
it is su cient for regular web users simply concerned for their privacy in their everyday
use of Internet. The protections put in place are not extremdy robust, but are enough
to dissuade the adversary in investing resources to mount aattack against such targets.

In view of the privacy features we target in this work, howeve, this level of anonymity
is not su cient. First, because network edges are observal#, and secondly because
tra ¢ analysis (in particular, possible even for external a dversaries) allows to re-link
end-sender and end-receiver activities, and completely lgach privacy.

3.2. High Latency Networks and Mixnets

Historically proposed prior to low-latency systems, mix ndworks, or mixnets [GT96;

DDMO03; Mol+03; SSH08 DGO09; Hoo+15; Kwo+15; Cha+16] were introduced by
Chaum in 1981 [Cha81. This seminal work has inspired a long line of contributiors

in all types of anonymous networking. Mixnets also rely on tte client-server architec-
ture, but their main di erence with low latency protocols is that mixnets aim, by design,

at preventing the TAR version of tra c analysis. For that, ea ch relay server, called
a mix, in addition to changing the appearance of messages, cardfiy re-orders them

and/or adds random delays during the forwarding. Some mixnés also make use of
dummy messagesfake messages with random payloads that are indistinguisible from

actual messages. The idea with dummy messages is to introdeaoise and perturb the

adversary's tra ¢ analysis.

Usually, mixnets aim for relationship anonymity, against a global eavesdropper or a
collusion of nodes. SA and RA are usually not achieved by mixets, due to the client-
server architecture that allows observation of network edgs, i.e. the rst relay or an
observer of the rst link breaks SA (and likewise for RA). Mix nets however do ensure
MU and TAR both, and usually realise a form of SU as well.

Re-ordering and delaying messages to ensure TAR comes with great cost in la-
tency. Mixnet thus do not support applications such as web bowsing, SSH connections
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or more generally any applicative protocol sensitive to gap in message ows. Con-
sequently, the main application for mixnets are email communications (the so-called
remailer [DDMO03]). Such mixnets have been deployed and are still active toda For

instance, the Mixmaster and Mixminion protocols run between 20 and 30 mix nodes,
and are still used on a daily basis foc0g].

Before delving into the detailed description of mixnets andtheir characteristics, note
that those do not represent the only type of high latency network. In particular, a
approach common to some recent worksGBM15; AS16] consists in having senders drop
their messages on a central (not necessarily trusted) serveReceivers must then retrieve
the messages that are meant to them. To conceal which sendeommunicates with which
receiver, this latter task can be done by having the server bvadcast all messages to all
receivers, who can then select the ones that are meant to themAnother solution is to use
private information retrieval , a generic cryptographic primitive that (in this applicati on)
allows receivers to retrieve messages from the server, wibhit the latter actually learning
which ones. These approaches get around the issue of tra ¢ aalysis, since there is no
actual ow of messages. However, the remainder of this seah solely focuses on mixnet.
Firstly, because the described approaches only works with alient-server architecture,
which we do not use, and also because this thesis adopts seaktechniques proper to
mixnets.

3.2.1. The Di erent Types of Mixnets and Their Properties

There are several to many ways to implement a mixnet. To charaterise a mixnet, there
are two main criteria: the way each single mix in the network functions, and the way
the mixes are arranged together.

Di erent Types of Mixes  Globally, the internal functioning of a single mix depends a:
() the way it re-orders messages, (i) whether it producesdummy message®r not and
how, and (iii) on the way it changes the appearance of message The rst criterion is the
most crucial. We distinguish betweenbatched and continuous mixes. The former type
of mix retains the messages it receives until itsring condition is ful lled ( e.g. until it
has at least a certain number of messages, or until some timeased condition is ful lled),
and then sends them all or a portion of them in a random order. The interval between
two ring of the batched mix is called around. In periods of low trac, this means
that a message may be retained at a mix for a few hours, and up téwenty four hours
or more [MDO05]. To avoid these situations, continuous mixes simply retan messages
for a random delay independentfor each message. There are several variants of batched
mixes [SDS0J and continuous mixes Pan04]. Batched mixes mainly dier by their
ring condition . Among them are pool mixes, with complex ring conditions, and which
do not always forward all the messages received in a previouime frame. Continuous
mixes mainly dier by the random distribution used to sample the messages' delays.
Note that, in a given mixnet, all mix nodes are of the same type and follow the same
behavior. A mixnet can not be a heterogeneous collection ofeveral types. By extension,
the mixnet itself is thus said batched or continuous. The seond criterion distinguishes
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mix nodes based on dummy messages. Dummy messages can eithersent as a link
message between two neighboring mixes, or as an end-to-endessage €.g. from the
rst to the last mix on the route). The rst ones can be used to conceal the humber of
actual link messages exchanged between two mixes from an exhal observer, while the
latter one can be used to thwart end-to-end tra c analysis of sessions ows. Each policy
of dummy messages puts a burden on the network, and consumesitdwidth. Finally,
in all mixnet implementation, mixes pad messages to a consta size, and change their
appearance, roughly in the same manner as in low latency netrks (usually, using some
cryptographic primitive). Combining all these three criteria, many variants of mixes
were proposed along the years, most of which are referencenl @& taxonomy by Dias and
Preneel written in 2004 [DP04], only slightly outdated.

Di erent Network Organisations Given a speci c implementation of a mix, there are
then several ways to combine mixes together, and thus severgopological organisations
for mixnets [DSS04. The most common and widely studied is thecascade where all
mixes form a single line, and users have no choice but choosgjrthe rst mix of the line
as their rst relay. In this setting, it is known that, as long as one of the mix server in
the cascade is honest, senders and receivers can not be lidkeogether. A second type
of network, called strati ed , consists in several cascades. This o ers more exibility b
the users, since they can choose between di erent cascaddsased for instance on their
trust in the mixes composing each of them. Finally, the highet exibility is o ered by
free-route mixnets, where user may, as in Tor, choose freely the sequemof mix servers
for their messages. Free-route mixnets are also the leastwadied, because more complex
to formalise than simple cascades.

Secondly, a mixnet can function in asynchronousor asynchronousmanner. In the
former case, which mainly applies to networks with batched nixes, all the mixes in the
network are synchronised and are at any time in the sameound (i.e. they re and send
messages all at the same time). In the latter case, each mix fActions independently,
may process its messages as soon as received aral independently from the other
mixes. Note that a cascade mixnet is, by de nition, synchrorous. Synchronicity mainly
has an impact on the security (or privacy) of free-route mixrets: although it is agreed
that asynchronousfree-route networks are not secure,synchronousones are deemed
acceptable PSS04. The rationale being that in asynchronous free-route netverks, each
mix node processes a heterogeneous collection of messadest tare di erent distances
away from their receiver and sender. And this may give away iformation on the length
of the route, and on senders and receivers.

Overall, a thorough comparison of all solutions and a clear tatement of the con-
sequences of each design choice is still needed, and wouldjuge a substantial e ort
from the whole community. In particular, there is no existing formal or cryptographic
framework able to produce proofs concerning the tra ¢ analysis resistance of mixnets.
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3.2.2. Description of cMix

One of the most recent mixnet to date is the cMix protocol [Cha+16]. It is a cascade
synchronous batched mixnet. Although it is not said explicitly, the ring condition of the
mix seems to be based on a threshold on the number of incoming essages (a so called
threshold mix). The protocol requires a setup phase, in which mix nodes musnteract
altogether. Indeed, the protocol makes use of the Elgamal &eme as amulti-party
homomorphic scheme using what Section 2.5 of this thesis calls the key homomorphic
property of the scheme. Each mix nodeM; independently generates key pair fik; ;
skj). Then, they all collaborate to produce asystem public keympk = g | ki = i Pk .
Later in the system, there will be ciphertexts encrypted under mpk, which necessitate
all the keys sk; (and thus the collaboration of all mix nodes) to be decrypted

The system model of cMix also includes anetwork handler, that receives the users'
messages and manages them. Prior to any communication, eaalser X; must perform
a DHKA with each mix node M; in the cascade, and derive maltiple secret keyk;; .
Consequently, whenX; wants to send a messagm;, it submits m; ki;-1 to the network
handler, i.e. X; blinds its message with the product of all the keys it shares with the
mix nodes. When the network handler has enough messages tol & batch, it starts a
round and noti es the mix nodes.

A round is divided in a pre-computation phaseand areal-time phase The former can
be performedasynchronouslyin prevision of future rounds, and involves expensive pubti
key operations. The latter realises the actual forwarding & batches of messages, and
simply consists in (component-wise) multiplications of vectors. Indeed, cMix represents
batch of messages as a vector in which each slot correspondsdne message sent by one
particular user. The shuing of messages is performed as a permutation on the elements

and the output of the network is (M), the vector M on which the permutation was
applied. Permutation is the result of the composition of the individual permutation

j of each mix nodeM;.

The pre-computation phase for one message batch unfolds as follows, assuming the
batch hasn slots. First, each mix nodeM; samples two random numbersrj; and s;;
for each slot. EachM; then communicates to the network handler

network handler computes
EnqR ') = EnqR; ") EndRp") = (Endmpk;ryd 1y Fyp)iiis)

This value is sent back to the rst mix node M;. In a second step (still in the pre-
computation phase), each mix node in order permutes the vear EnqdR 1) with a
randomly sampled secret permutation j, and multiplies the result by EndS h =

(En((mpk;sl;jl);:::;En((mpk;sn;jl)). The result is the vector End( (R) S) 1) with
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each component independently encrypted undempk. This result is sent to the network
handler. Lastly, each mix nodecommits (using a commitment scheme) to its decryption
shares of vectorEnd( (R) S) 1). This last step is used to preventactive attacks, and
check that the permutations in the pre-computation and reaktime phase match.

Now, the real-time phase starts from a (full) vector of blinded user messages,

M%=M K 1:(m1;111;mn) ( kl;jl;:::;. kI.l)

First, each mix node sendsri; k;; to the network handler (the keys are masked by
the randomness of ther;; values). With these values, the latter transforms M 0into
M= M R, ie. the messages that were blinded by keys;; in M°are now blinded
by rij values in M 9 Then, the actual shu ing of messages takes place on the vedr
M % all mix nodes, beginning by M, permute M ®with ; (the same as in the pre-

sends the result, (M R) S to the network handler. At this point, each mix node
sends to the network handler its decryption share of vectorEnd( (R) S) 1) obtained
in the pre-computation phase. The crucial point is that, now, the network handler can

compute
1

M)= (M R) S (R) S
The network handler can then publish the shu ed vector of messagese.g. if a broadcast
channel application is envisioned. Alternatively, messags can include a receiver address,
and the network handler delivers each message to its respeet receiver. Finally, cMix
allows answers from receivers, realising what Chaum initily called anonymous return
channels[Cha81]. The processing of answer messages? work similarly to the forward
path, where each mix node uses; ! the inverse of the permutation used on the forward
path.The cMix protocol also supports application where the same permutation is used
twice or more. This enables more complex communication pagrns.

The authors claim to achieve relationship anonymity? against an active adversary that
observes the whole network, and that corrupts all butone mix node andtwo users. This
is a strong security level, that authors prove with formal security arguments. However,
the analysis only takesone round into account. It would be interesting to study the
consequences of re-using the same permutation over severaunds (and their return
phase), since repeated use of the same random permutation méeak information about
it. Concerning usability, note that a lot of constraints are put on the users: they must
wait for the input batch to Il before their message is processed, and for the batch of
answer messages to Il up for the return of receivers' answer as well. And there is no
upper bound on the time it can take for a batch to Il up. Also, i f it is not always the
same user that uses the same slot in the batch, a mechanism niuse put in place for
mix nodes to know which keyk;; to use in the real-time phase.

2The authors actually claim sender anonymity, but it does not correspond to the same notion as in
this work.
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3.2.3. Concluding on High Latency Networks

Mixnets provide more robust anonymity than low latency protocols, but are less easy to
use. These protocols can be considered as suited for thosedy to give up some usability
and e ciency to gain in privacy. In practice, Mixnets were us ed before the advent of
Tor, mainly by so-called cypherpunk and early privacy-aware individuals. Today, it is
still used for email exchanges, in minor proportions compagd to Tor.

In relation with the informant-journalist scenario, mixne ts are still not enough, though.
SA and RA can be broken by internal or external adversaries. th particular, observable
network edges allow the global observer to detect any sendand receiving activities.
Furthermore, mixnets (especially synchronousones) have an inherent aw, that leads to
high probability of complete anonymity breach (i.e. to re-linking senders and receivers).
The idea is based on observing which senders and receiversrpigipate in given rounds.
By intersecting the sender sets and receiver sets over manyounds, communication
relationships may be found. The attack is described in more dtails in Section 3.4.3
Note that the authors of cMix attest that their protocol may b e vulnerable to this
attack, but it is left out of the formal security analysis.

3.3. Homogeneous Networks

A solution to circumvent the fundamental limits on anonymity provided by mixnets is
to deviate from the client-server architecture in favor of ahomogeneous network organi-
sation. That is, a network where all nodes are client and serer at the same time. This
allows them to conceal their tra ¢ and their actions as senders/receivers in the trac
they relay for other nodes, and prevent the edges of the netwk from being observ-
able. In the initial presentation of mixnets by Chaum [Cha81], each user was actually
assumed to run its own mix node. This idea was questioned, fothe burden it puts on
low power users, and because at the time, the anonymity proded with the client-server
architecture was assumed roughly the same as in the homogemgs architecture.

3.3.1. Properties of Homogeneous Networks

In this survey, homogeneous networks are de ned only by the dct that they use a
homogeneous architecture. A protocol in this category can iherwise be a low or high
latency one.

The base idea, and advantage of homogeneous networks is widkmulated by Benett
and Grotho [ BGO03], using an analogy with a simple web proxy. In this setting, t is
the users of the proxy who supposedly obtain anonymity, but t can be seen in another
manner. In the words of the authors, the only entity which can then proceed with
reasonable anonymity by using the proxy service is the actulaoperator of the proxy
service (if they use the service from within) [BGO03].

Another argument in favor of homogeneous network is its natwal capacity of scaling.
Having each node act as sender and relay at the same time charg users with more
work, but then instead of a handful of server handling the loal of many peers, many
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peers serve many peers. Also, homogeneous networks are natlly peer-to-peer and
fully distributed, which means that they resist better to le gal attacks (since there is no
central authority to blame or take down), make it harder for an adversary to corrupt
large portions of the network, and do not necessitate trust h some directory servers.

There seem to be only a handful of existing homogeneous netwks. To the best
of our knowledge, only three are relevant and related to diret messaging. The rst
protocol to actually use the homogeneous architecture, wi the explicit idea of hiding
senders among relays is CrowdsRR98]. Subsequent protocols, Tarzan FM02] and
MorphMix [ DDMO03], ensure similar properties, but in a more robust manner. Sil,
Crowds, Tarzan and MorphMix are designed to communicate wih receivers outside the
anonymous network. The exit edge of the network is thus obsemble, and the last relay
node breaks RA. Crowds does not prevent tra ¢ analysis at all and is a low latency
network. Although Tarzan and MorphMix do not completely rej ect message re-ordering
technigues, it is not explicitly included in their designs. In de nitive, all three protocols
are thus considered in this thesis as low-latency ones. Hower, designing a homogeneous
high latency protocol is not impossibleper se

3.3.2. Description of Tarzan

Abstractly, Tarzan [ FM02] is close to Tor: it works as an Internet overlay, senders chee
their sequence of relays and build circuits in a telescopic enner (contrarily to Crowds
and MorphMix, who let each relay decide of the next hop), and drcuit identi ers are
used between each pair of nodes on the tunnel. Also, an oniortracture carries the
messages and allows it to change of appearance at each hop.

Tarzan explicitly aims at ensuring SA, by realising what the authors call relay homo-
geneity, i.e. have sender act as relay as well, to conceal their own end-demessages in
the tra c they relay. The authors note, however, that this pr operty is not su cient to
conceal sending activity. Indeed, by counting a sender's iboming and outgoing packets
a simple local adversary can see that a node receivekl messages during a given time
frame, and emitted k + 1 messages, meaning that one of th& + 1 messages were end-
sent by that node. This is a breach of the SA property as de nedin Section 1.4.1: even
though it remains to know which one of thesek + 1 messages is originated by the node,
this reveals that the node is sendingsomething

To counter this, at the core of Tarzan is the system ofmimics: each node only has a
few other nodes €.g. 6) with whom it is authorised to directly exchange link messages
with. The mimic relationship is symmetric: if X is Y's mimic, then Y is X's mimic as
well. In this sense, a node's mimics can be considered as iteighbors in an incomplete
topology graph. The idea in Tarzan, is that each node keeps atsady message ow
with all its mimics, thus protecting these links against tra ¢ analysis (a method also
known aslink padding [DDMO03]). Namely, dummy link messages are used when a node
does not have any real messages to sendd. to end-send or relay) at that time; and
a node refrains from sending (end-sending or relaying) too eny real messages over a
short period of time. These two techniques respectively preent a node from appearing
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as a clear sink and source of trac. For this to work, link encryption ensures that
dummy and real messages are indistinguishable, so that an &tnal observer can not
tell whether a message outgoing from a node is end-sent, rgtad, or a dummy. To ensure
that messages always follow a path only made of protected lks, a node must choose
the relays of its circuits according to mimic relationships That is, an end-sender must
chose its rst relay among its mimics only, its second relay anong the rst relay's own
mimics, and so on. The last relay then sends the message to thdesignated receiver,
such as a web server out of the Tarzan network.

The protection of mimic links is designed carefully in Tarzan, so as to minimise the
observable changes in tra ¢ pattern between two mimics, wheher real messages need
to be exchanged or not, at high or low rates. Performances aralso taken into account.
The most secure solution would be for mimics to exchange meages at constant periodic
interval, in the same manner as aheartbeat Although this unconditionally hides the
trac rate of a node at all times, it poses very severe constrants on the nodes and
the network as a whole. Also, Tarzan aims at reasonable latezy, allowing web sur ng.
Therefore, Tarzan constraints the outgoing tra c of a node to be loosely equal to its
incoming tra ¢, and to be distributed among its mimics. More formally, for a node X
with k mimic Mj, de ne T,(M;) as the incoming rate of trac from M; to X . Similarly,
de ne To(M;) as the outgoing rate, from X to M;. Let T} = fT,(M;) j8M;g be the
multiset of incoming trac rates, and f be the 339 percentile function. Then, the
relations between incoming and outgoing tra ¢ of node X are determined by the two
following equations:

8 Mi; f(Ti) To(Mi) max(Ty)+ (3.1)
8 Mj; 8 circuit c; f(T;) To(M; on circuit c) (3.2)

The rst equation is a protection against external adversaries (who can not distinguish
real from dummy messages), and the second against internalnes (who are able to
make the distinction). The lower bound in eq. (3.1) states that a node must maintain
a minimal amount of trac (real or dummy) towards each of its m imics. The upper
bound is what limits nodes in their sending rate: nodes can nbsuddenly decide to
augment their tra c rate arbitrarily. It is allowed to have h igh outgoing tra c rates
only if one of its mimics provides a high incoming rate. The seond equation limits the
sending of real messages (not taking dummy messages into acmt) in speci ¢ circuits.
This prevents the corrupted next relay of the circuit from detecting X as sender, while
allowing sending at reasonable rate even when a8 of X's mimics are slow. More
abstractly, these equations mean that mimics provide covertra ¢ to each other; that
a node canredistribute high incoming tra ¢ rates from one mimic to any other mimic;
and that a node with k mimics may have a total outgoing rate k times greater than
its incoming rate, by sending out to eachk mimics at rate max(T,). This last point
implies that an adversary corrupting two or more of a node's nimics can detect this
tra ¢ ampli cation, and possibly infer when a node is end-sending or not.

Finally, Tarzan provides a way to learn about all the other nodes in the network
though a simple gossip protocol. Mimics are then chosen deterministically (and ina
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veri able manner, to detect malicious nodes) from the set ofall nodes. Note also that
Tarzan, like the work, in this thesis, works over the Internet but e ectively assumes
an incomplete topology graph. This is motivated by the need b protect links used to
exchange messages, and the cost of such a protection: the nber of links to protect in
a n node complete topology graph isn?, while it is only 6n with the mimics mechanism
(if each node has 6 mimics).

The protocol aims at achieving SA in the same version as in theresent work, and
at thwarting tra c analysis. The latter goal is hard to asses s, but seems only par-
tially achieved. In particular, Tarzan does not use traditional mixnet-based message
re-ordering techniques, and the onion structure varies in ge depending on the position
of the relay in the tunnel (letting each relay estimate their position in the tunnel, con-
trarily to Tor). Indeed, material for per-hop integrity che cking is included at each layer
of the onions. The author study the anonymity of senders witha methodology inspired
from Crowds. That is, they estimate the con dence (or probabhility) p of the adversary
in nding the initiator of a circuit, based in particular on t he information that she has
from the size of the onions. To haveprobable innocence meaning p < 1=2, the authors
conclude there must be less than 40% of corrupted node&102, Fig. 7]. However, this
analysis is informal (from a cryptographic point of view), and implies strong assumptions
on the adversary (see Section$.1.2.aand 6.4 for further discussion on this point).

Lastly, note that Tarzan is not subject to the same attack as mixnets, since the entry
edge of the network is not observable. If the protocol may relise SA in a robust manner
because tra c analysis is still possible, it at least makes astep towards it: instead of the
rst relay always breaking SA, as in Tor and cMix, Tarzan introduces some uncdainty
in the detection of senders.

3.3.3. Concluding on Homogeneous Networks

Ensuring relay homogeneity is what realises the homogeneous architecture. But its
implementation seems to put a lot of load on users, and to consne bandwidth, because
of the need of dummy messages and controlled tra ¢ rates. A hanogeneoushigh latency
protocol is likely to be even less e cient than a mixnet, but can still be easier of use.
In particular if the synchronous cascade approach of cMix igejected in favor of a more
exible mixnet design. Although this gain in exibility tra nslates in a loss of security
and privacy (meaning that tra c analysis may become easier), we argue that relay
homogeneity can Il this gap, by making tra c analysis much h arder, especially for
external adversaries.

Taking a step back, the particularity of homogeneous netwoks lies in the active par-
ticipation of all users in order to achieve the anonymity that it provides as a whole. On
the other hand, non-homogeneous networks are meant to prosie anonymity as a service
and do not require much from the user (apart from patience wih regards to the added
latency). A homogeneous network is thus a sort of solidaritynetwork, and is in this
sense designed for a public ready to spend resources for thenemunity as a whole. It
is suited for our journalist-informant scenario, and this is the network architecture used
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in this thesis.

3.4. Review of Known Attacks

During the description of low, high, and homogeneous netwds, several attacks were
mentioned or referenced. This section reviews existing a#tcks in more details. The aim
is to obtain a clear view of the threats to anonymity, and of possible defenses. Because a
passive adversary model is considered, only passive attaglare listed here. The list here
is obviously not exhaustive, be it only because new attacks r& discovered on a daily
basis.

Passive attacks against anonymity properties mostly rely @ observations, collection
of information, and analysis of this information. The goal oiten comes down to linking
a (link or payload) message with a particular end-sender or rd-receiver. In this sense,
most attacks are related to tra ¢ analysis. Analysis can be based on individual messages,
or on full sessions (that is, on the ow of messages in communication sessions or in
connection-based protocols such as TCP). Roughly, the soges of information to the
adversary are: the appearance of messages, the timing betere messages, and their
number. These information sources may not su ce by themsehes. Typically, a more
advanced attack consists in observingnany® messages and/or nodes, and bintersecting
the information gathered from these observations. This albws to carry out statistical
analyses, and to check assumptionsg.g. on communication relations. The goal being,
eventually, to break SA, RA, or even completely re-link senders and receivers. Although
this generic description is valid for many attacks, there ae of course some network-level
or cryptographic attacks that use di erent methodologies.

This section begins with a description of what can be learnedy simply looking at the
appearance andbit pattern of messages. The rest of the section describes more advanced
attacks, taking place at the system or network level. In particular, we present the
inherent aw of non-homogeneous mixnets, which allows to rdink senders and receivers.
The last parts focuses on advanced ow-based timing analysi and tra ¢ ngerprinting
attacks. In conclusion of this section, Table3.1 summarises which of the Tor, cMix and
Tarzan protocols are vulnerable to which attacks, and revievs the privacy goals of this
thesis in light of what was learned.

3.4.1. Attacks based on Appearance of Messages

The most basic source of information that the adversary hass the appearance of mes-
sages, meaning theirbit pattern, the information they contain, and all cryptographic
material that may be associated to them. Either as a network dserver or a corrupted
node, a message's appearance can in particular allow its tcéng, and ultimately lead to
nding the end points of communications.

Firstly, the most trivial breach of privacy is when the message contains informationin
the clear about the route or communicants. The worst case being when th identity of

3Polynomially many , to be more accurate.
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the end-sender or end-receiver appears, as in the Crowds fozol, where the receivers'
identity is visible to all relay nodes on the path. Another, less trivial case, is when mes-
sages carry information on the route length, on the locationof the relays that process
it on the route, or on the number of passed or remaining hops. Acess to such infor-
mation can bring quite a lot of information to the adversary. In particular, Berthold
et al. [BPS0]] show how this can greatly degrade privacy in asynchronousrée-route
networks. Most anonymous protocols are of course designea tcarry in clear only the
minimum necessary for the protocol to work. External obserers in particular, often do
not get any information.

Then, another trivial issue arises when a message does notage of appearance as it
is relayed. Whether the message is encrypted or not, if its gpearance is the same from
one end of the route to the other, its tracing is trivial. In Cr owds again, relay nodes
do indeed all see the exact same data (encryption is only usedoktweenrelays). In most
anonymous protocols, the appearance of messages is thus ogad, even from the point
of view of the relays. This is performed usinge.g. onion encryption or URE.

Still, those changes of appearance may be predictable in s@rway. In particular, in
mixnets based on onion routing, if the exact same message withe same onion structure
is sent on the same path on two occasiond.€. in two di erent batches), it will follow the
exact same sequence of transformations, and thus be easilgated and traced. A typical
solutions is for relay nodes to discard any already seen mesges. Another solution is to
use URE: because of its probabilistic nature, the same incoing message i(e. the same
ciphertext) will yield a di erent re-encrypted outgoing me ssage each time.

However, another threat arises with URE, that can be descriled as recognising a
message based on its encrypted contents. In a protocol whemmessages are simply
encrypted under the end-receiver's public key, and re-engpted at each hop, a corrupted
end-receiver (coupled with a network observer) can perfety trace all messages meant to
itself. For that, it needs only to decrypt the ciphertexts in the messages, and access its
contents, that stays constant from the end-sender to the enereceiver. A simple counter-
measure is to add link encryption, making the attack only posible to corrupted relays
working with Bob. Alternatively, messages can be encryptedunder a key other than the
end-receiver's, or under a product of public key. For instarme, in the already mentioned
protocol by Huang et al. [HLF12], a cascade mixnet that uses the URE-Elgamal scheme,
a messagean for end-receiverR %)ing through mix nodesM;, j 2 [1;k], is encrypted by
the end-sender axc = Endpkr ~; pkj;m). Each mix node on the path then partially
decrypts and re-encrypts the ciphertext, so that its comes out of the retwork encrypted
solely underpkg).

Independently from the contents and appearance, messagesrt be distinguished or
traced based on their sizes. More exactly, there are two dimesions: di erent end-senders
could provide di erent sized messages, or messages' sizeutth change as they evolve in
the network. The rst possibility is especially devastating in a batched mixnet: in the
worst case, if messages constituting a batch have di erentiges, the whole purposes of
shu ing is defeated, and each message in the batch can be traad trivially. The second
possibility can be illustrated with the onion structure of t he Tarzan protocol, which
diminishes in size at each hop of the circuit. This leaks infomation to relay nodes on
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the length of the circuit, and/or on its own position in the ci rcuit (thus coming back to
the problem of leaked hop count). Therefore, anonymous praicols often require that
all messages have the same size, or at least split long messagnto xed-size units (e.g.
512 bytes in Tor). Then, to ensure constant size of the messag as they travel, protocols
either use a xed-size data structure (e.g. Tor encrypts data in-place); or, add padding
to always match the maximum size of the message on the route. df instance, Mixminion
uses a onion structure that grows in size, but adds padding that even relay nodes can
not distinguish from actual (encrypted) data.

Summing up, an anonymous protocol should at least include te basic elements of
design that: conceal most of the information carried by mesages, change appearance of
messages at each hop (preferably in a probabilistic way), ahensure uniform size of all
messages. These should hold both for network observers andafrupted) relay nodes.

3.4.2. Network Discovery and Relay Selection Attacks

In anonymous networks, homogeneous or not, users must be abto learn about other
nodes in the network. In many protocols, they then choose theelays they want to use
based on their view of the network. There are potential pitfdls in this process: users
may choose corrupted relays, and users may have lzsiased view of the network and the
nodes therein.

Choosing one or a few corrupted relays does not automaticall mean a breach of
privacy, since anonymous networks take into account and inlkeide defenses against this
scenario. However, a protocol such as MorphMix, who lets e&crelay select the next
hop, is subject to route capture: if at some point, a corrupted relay is selected, it is
likely that the message will then be routed only through othe corrupted relays from
the same collusion. Against this, MorphMix includes a collwion detection mechanism,
based on the idea that corrupted nodes within a collusion appar more often together
in anonymous tunnel than honest nodes. Another threat arise when the adversary is
able to place itself in a position where its relays are more kely to be selected by users.
For instance, Tor's standard relay selection biases the uss' choices towards relays with
high bandwidth. While it is good for e ciency and for the func tioning of the network as
a whole, it is likely that the adversary has the required resairces to run powerful onion
routers, and capture users' circuits. Recent works show impved anonymity guarantees
for more uniform choices of relays BMS16].

A second type of threat arises when the user has partial or outlated information on
the network [DS0§. More generally, when dierent users have dierent views d the
network, the adversary can exploit these discrepancies toartition and distinguish users.
In a protocol using directory server DDM03; DMSO04], it may be the case that a serverS
is listed only on directory server D but not on others. The adversary can thus attribute
messages forwarded by only to users that have queriedD, degrading privacy [DDMO03,
Section 7]. The same attack applies if users download only adction of the directories.
Another example, applied to completely distributed networks with no directory servers,
can be found in an early design of Tarzan, where nodes learnashly a random fraction
of nodes in the network. Consequently, the circuit built by individual users could be
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attributed to them based on the uniqueness of the informatim they had learned PCOG6;
DS0§.

To remedy to the above attacks, Tarzan opted for a full netwok discovery, at the
expense of decreased e ciency and scalability. For protocts based on directory servers,
all directories should at least have the same information atall times, and ideally, users
should always download the whole directories (to hide whichnodes they are interested
into). This is the design of directory servers in Mixminion [DDMO03] as well as in
Tor [nicl2]. Additionally, because directory servers are a target of boice for the adver-
sary, they should be well secured, and monitoredd.g using a reputation mechanism).

3.4.3. Limits of the Mixnet Model

Section 3.2 made a reference to a fundamental aw of mixnets, especiallysynchronous
ones. That is, mixnets are subject to an attack that allows a ©omplete re-linking of
senders and receivers.

The rst version of this attack, hereby called the long term intersection (LTI) attack,
is due to Kesdoganet al. [Kes+06]. The authors demonstrate the maximal theoreti-
cal anonymity mixnets can provide using information theory. Their main result states
that an adversary observing the senders and receivers at thedges of the network, can
theoretically perfectly re-link all senders and receivers across all commmications, even
if the mixnet is considered a perfectly secure black box. Thd result is mainly appli-
cable to batched synchronous mixnets, where the mixnet funiions in separate rounds.
This mixnet variant was believed the most robust, since attacks had previously been
found against the other types of mixnets, asynchronous onefDSS04 and continuous
ones Pan04]. Now, the situation is not as clear, since each mixnet variat has its own
weaknesses.

This theoretical result rests on the fact that not every sencer and receivers participate
in each round: sender and receiver anonymity sets di er fromround to round, and by
intersecting them, the actual mapping between senders andheir respective receivers
(the receivers it has communicated at least once in the systa) can be completely found.
It is possible to prevent this, by having all senders send a m&sage inevery singlebatch
round, and by broadcasting the output of the mix to all receivers, making sender and
receivers sets always maximal. But this solution is totally impractical: for payload
messages of 4KB andh = b= 10;000 users, each receiver is given 40000MB [Kes+06,
Section 2.2].

The result of Kesdoganet al. is only theoretical because it assumes a computation
ally unbounded adversary having access to all the observatins it could ever need. But
several practical attacks were proposed, broadly followig the idea of intersecting obser-
vations. A good history and comparison of practical attackscan be found in PTO14].
In a nutshell, the rst attack [ KAP02] was computationally expensive (requiring to solve
a SAT instance), assumed very simple sender behavior, andraple batching strategies.
Following works made weaker assumption, always increasinthe accuracy of the attack,
and considering more realistic sender behavior, and more bust batching strategies.
Latest developments study the e ect of pool-basedbatching strategies (where a message
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may stay in the mix for more than one round) [PTO14] and dummy messagesQTP14]
using a least square errors (LSE) approach, which is the most e cient one to date.
This approach consists in the adversary making assumptionsn the sender-receiver re-
lationships, under the form of probability vectors. After observations, is retained the
probability vector that minimizes the di erence, in the sense of LSE, between (i) the
observed output messages on one hand, and (ii) the combinath of the observed input
messages with the assumption of the adversary on the other imal. The attack does not
need to enumerate all hypotheses, rather to start from one hgothesis, and from there,
progress towards a local optimum.

Generally, results show (KAP02, Claim 1], [Dan03b, Equation (4)], [Kes+06, Sec-
tion 5.3], [PTO14, Section VI.C]) that the success of attacks for a xed sendetehavior
and batching strategy, depends on: the number of rounds observed, the total number
of usersn, the batch size b, and the number m of receivers each sender communicates
with. As r augments, the attack's results get more accurate (and are auopletely ac-
curate whenr ! 1 ). Also, the attack gets easier whenn augments, b decreases, or
m decreases. As an example, the practical attack studied by Kstloganet al. [Kes+06]
needs no more than 600 observations for its attack to succeedor n = 200; 000 users,
batch sizeb = 100, and m = 40. Also, the sender behavior plays a role: discrepancies
among senders behaviors helps the attack. Notably, a sendd¢hat communicates much
more than the others is easier to target DTP14, Fig. 2]. But the LSE approach works
for any behavior that can be probabilistically modeled. The batching strategy is also
a factor. It seems that pool-based mixes resist better, andhat the longer a message
may stay in the pool of a mix, the harder it is to link senders ard receivers PTO14,
SectionVI.D] (at the cost of longer latency in delivery of cairse).

Because all the above attacks assume that it is possible to @erve senders and receivers
post or get their messages from the network, they can not be caed out when SA or RA
is ensured. This is the idea used in Tarzan and homogeneous gipcols more generally,
and put forward in this thesis.

3.4.4. Detecting End-Sending and End-Receiving Activitie s

In a non-homogeneous network, observing the network edgedi@aws to detect end-sending
and end-receiving activities trivially. However, even honogeneity is not su cient in itself,
as already noted in the analysis of Tarzan (Sectior.3.2). If the adversary can observe
all the links of a given node, she can see the numberg and n, of incoming and outgoing
messages of a node during a given time frame. And if; > n, or nj < n g, the adversary
concludes that the node end-sent or end-received at least enmessage. This is a breach
of the SA and RA properties as de ned in this thesis.

Typically, a protocol prevents these breaches of privacy nbonly by endorsing a homo-
geneous architecture, but also by introducing dummy messags. As in Tarzan, the idea
is to blind the n; and ng values and making them an unreliable source of informationdr
the adversary. Of course, for that, dummy messages must be distinguishable from real
messages. However, in Tarzan, dummy messages are (meant te)bdi erentiable from
real messages by relay nodes, and thus have limited e ect omiernal adversaries. In
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the worst case, when a node is surrounded by corrupted nodethe types of dummy link
messagesre completely ine ective [Boh+04]. This last fact is one of the reasons to be
of Assumption 3, that every node has at least one honest neighbor. Alternatiely, some
works use dummy end-to-end messagesindistinguishable from real messages even for
relay nodes (only the end-receiver makes the di erence). Th cost of end-to-end dummy
is greater than simple link ones, and their e ectiveness is gestionable, in particular in
view of the advanced timing and tra ¢ ngerprinting attacks described next.

3.4.5. Timing Analysis

Timing analysis, in the general sense, may be the most compteand less understood
class of attacks in anonymous networks. Yet, it is recognigk as an important threat,
allowing ultimately to re-link senders and receivers Pan04; MDO5]. It is most e ective
against low latency protocols, but can also be applied to catinuous mixnets. It e ciency
against batched mixnets is limited, although not null [Zhu+04].

Timing analysis is based on the assumption that a message esting a node at time't
will leave it at a predictable time t + . This principle can also be ported to a sequence
of nodes, or even by looking at messages entering and leavitige network (if it is not
an homogeneous one). More generally, timing analysis is cdncted on communication
sessions and ows of several messages, by looking imter-message intervals in a low
latency network with no message re-ordering of any kind, if wo messages leave some
upstream nodeX with time di erence, they will with high probability arrive at do wn-
stream nodeY with time di erence for a small . To carry out a timing analysis,
the adversary must be able to observe messages. It is easiev to so is she has cor-
rupted nodes in the network, but in some cases a simple netw&robserver is enough, in
particular, when no dummy messages are used or when networldges are observable.

Practical attacks do not directly use the inter-message inervals, but divide the time
into xed-size windows and counts the number of message obseed during each win-
dow [Lev+04; SWO06]. Shmatikov and Wang [SWO0€] study the possibility of correlating
sparse ows (that is, link a given ow entering the network, with an e xiting ow) in low
latency networks. Sparse ows have the particularity of alternating noticeable bursts of
trac and low trac rate ( e.g. TCP of HTTP connections). Results show that nearly
all ows can be correctly re-linked by the adversary. In addition, Levine et al. [Lev+04]
make the experience with a steady tra c rate, and show that, although the tra c does
not present signi cant bursts as in the previous attack, it is still possible to successfuy
correlate ows. Of course, these attacks are more accuratesathe number observed of
messages in ows increases. Danezi®@n04] extends the attack to continuous mixnets,
where each message is independently delayed a random amounit time. In this case,
the observed inter-message interval is not the same at the ¢y and exit of the network,
since random delays are introduced. However, the attack sli works, because Ois a
predictable function of , that can be estimated from the probability distribution of the
random delays added and the number of relays on the paths. Ada, it is possible to
correlate a large portion of entry and exiting ows.

The presented attacks work because ows conserve theitiming signature as they
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traverse the network. And the more sparse the ow is (with silent phases interleaved
with sudden bursts of tra c¢), the more unique its signature i s, and the easier timing
analysis gets. Therefore, defenses against timing attackshainly consists in disturbing
that timing signature of ows. One way to do so is to use batched mixnets, perturbing
timing signatures in less predictable ways than continuousones. For works aiming
at low latency, other ideas include defensive dropping[Lev+04], where some dummy
messages are relayed on several hops and dropped randomlystme point, or adaptive
padding [SWO06], where messages are inserted opportunistically in betweebursts in the
ow. Note that homogeneous networks are not subject to end-b-end tra ¢ analysis
since network edges are not observable, but leaves the posgity of timing analysis by
corrupted nodes along the same (portions of) routes.

3.4.6. Trac Fingerprinting and Application Layer Informa tion Leak

The last class of tra ¢ analysis reviewed in this chapter is tra ¢ ngerprinting. It is an
advanced attack, akin to timing analysis, but based on multiple criteria to detect the
signature of a ow. It additionally uses metrics such as the number of messages, their
order, their size, or any other elements that characterisesa ow, in addition to timing
information. Such a collection of characteristics is herelp called the ngerprint of a
ow. In particular, there may be a lot of information that lea ks from the application
layer. Indeed, even if the contents of application messagesiencrypted and/or sanitized
of sensible information about the end-sender for instancethe ngerprint of a SSH ow
often greatly diers from a HTTP ow; and the ow for a specic web page will be
di erent than that of another page (depending, notably, on the additional resources
such as images that needs to be downloaded). This type of attk is a real threat, in
particular to low latency networks and continuous mixnets. Several attacks on the Tor
network have been shown e ective in practice Jua+15; Ghalq

There are many practical attacks in the literature, summed uwp by Ghaleb [Ghal§,
Section 2.1], each with di erent strategies. Most often, atacks are based on machine
learning, where a classi er must be trained on a set of known ows. Then, it is given a
ow from some anonymous protocol, and makes a guess. In Tor,his idea is most often
applied to distinguishing which web pages are visited by uss, an attack called website
ngerprinting [Jua+15], that exploits the di erences in web pages sizes and resoges.
The relations between HTTP ows can also be leveraged by the dversary: she can use
the fact that when some web page, saywww.example.com/index.html , is visited, the
page www.example.com/about.html will be visited shortly after.

It is interesting in this thesis to look at how tra ¢ ngerpri nting performs against high
latency networks, such as batched mixnets. Zhwet al. [Zhu+04] are among the few works
that study trac ngerprinting of batched mix nets with seve ral batching strategies
(including the pool-based ones). The authors show that, it § possible to distinguish a
FTP ow from a ow of dummy messages. With more than 20; 000 messages in the ow,
the probability of distinguishing approaches 1. However, hese experiments considers an
extremely simple scenario, with solely one mix node, and ogltwo ows going through it.
Also, the parameters of the batching mechanism is extremelyow: batches are of roughly
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b= 10 messages, and the ring condition consists in ushing the mix node everyt = 0:01
seconds. This explains why the studied network is able to hadle a FTP ow, normally
incompatible with high latency networks. In comparison, one of Mixminion's practical
implementations uses a time interval of the order of the minude e.g. t = 15min [Mat11].
In de nitive, this study mainly shows that low batching para meters leads to insecure
mixnets, and inspires care: batched mixnets may still leak amall amount of information
on ows.

Several counter-measures were propose@hal6 Section 3.3], in the same idea of
defenses against timing analysis: disturb the ows' ngerprints. Most works aim at
doing so while introducing the least latency as possible in e delivery of messages.
The BUFLO mechanism [5hal6, Section 3.3] proposes to make all ows look the same
(at the cost of some latency and bandwidth), while tra c morphing tries to prevent
website ngerprinting by altering ows to imitate another w eb page. Also, Juarezet
al. [Jua+15] re-use the adaptive padding technique from Shmatikov and Véing [SWO0§).
Serjantov and Murdoch [SM05 propose to tackle the base assumption made by almost
all tra ¢ analysis attacks (including timing ones) that all messages of a ow go through
the same path. By splitting messages from a same ow, they she that anonymity can
be improved. However, we note that splitting ows is hard to achieve for connection-
based protocols, such as TCP, which are sensible to messagasler and latency. But it
is possible for direct messaging, where aw is simply a large message split into chunks.

3.4.7. Concluding Remarks on Attacks

All the above attacks were presented in a generic manner. Hosver, it is important to
remember that most of them apply to speci ¢ types of networks or are based on explicit
assumptions. For instance, the LTI attack works only if network edges are observable.
Also, attacks can generally be made even more e ective if theadversary has somea
priori knowledge, or already suspects that some entities are commicating.

Table 3.1 intends to summarise which of the presented protocols (Tor,cMix and
Tarzan) are vulnerable to which attacks. A 4 means the protocol resists the attack,
7 that it does not. The for the LTI attack w.r.t. Tor denotes an uncertainty.
Indeed, this attack mainly applies to batched mixnets, but may also work on (non-
homogeneous) low latency networks, by consideringime windows instead of batches.
More generally, this table is informal, and a thorough study of each attack applied to
each of the three protocols would be needed to validate it.

Taking a step back, these attacks show that preventing (advaced) tra ¢ analysis in an
e cient manner is still an open problem. To do so while maintaining lev latency seems
near-impossible, and even mixnets, which abandon some e @ncy to gain robustness,
may not be immune to tra ¢ analysis. In particular, the guara ntees brought by dummy
messages and message re-ordering mechanisms are uncert@im particular, they can
not be formally proved, as of today), while the burden they pu on the network may be
high [DP04; DMS04; OTP14]. Shamatikov and Wang rightfully remark that any defense
is ultimately vain if ows follow di erent statistical dist ributions, by stating that even
small statistical di erences between packet ows can be deected if the observation time
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Tor | cMix | Tarzan
o Contents 4 4 4
% Hop Count 4 4 7
§ Enc. Contents 4 4 4
2 | Chg. Appearance| 4 4 4
< ['Size 4 4 7
2 Senders 7 7 4
8 | Receivers 7 7 7
Relay Selection 7 4 4
LTI 7 4
Timing Analysis 7 4 7
Tra ¢ Fingerprinting 7 4 7

Table 3.1. \Vulnerabilities of Presented Protocols

is long enough [SWO06, Section 5.1]. In this light, the possibly only robust deferse
would consist in sending messages at a constant rate (and seérummy messages when
no real messages need to be sent), and thus make all ow have ¢hexact same ngerprint.
Actually, this design may be the only one that is provablein the cryptographic sense, as
resisting against any PPT adversary. But this trivial solution is much too costly, even for
high latency networks. The idea, as in the whole eld of compuer security, is ultimately
to nd a middle ground, where the time, resources, and numberof observations needs
to the adversary is high enough compared to the envisioned @sof the network.

In view of all these attacks, where do the SA, RA, SU, MU and TAR properties stand?
Clearly, all attacks ultimately aim at breaking SA and RA. An d for that, they tackle SU,
MU and/or TAR. Ensuring SU prevents, in particular, the tra ¢ ngerprinting attack
based on the linking of several HTTP ows (the one for the web mge, plus the ones for
its linked resources). More generally, itsegregateghe knowledge the adversary acquires
about each session or ow. The review of attacks also makes thdi erences between MU
and TAR appear more clearly. MU essentially relates to the atacks based on thebit
pattern of messages (described in SectioBi4.1), while all the others relate to TAR. This
seems to imply that MU is ensured by cryptographic means and an often be formally
studied and proved, while TAR can not.

3.5. Summary: Where this Thesis Stands

This survey of existing privacy-preserving protocols, andof the dierent attacks on

anonymous network, puts in light some leads to further improse network users' privacy.
It appears rstly that ensuring SA and RA, in the strong sense given in this thesis, is
not usually among the primary goals of existing constructians. Yet, for our envisioned
informant-journalist application in particular, it is cru cial to prevent the observation of
end-sending and end-receiving activities. From the examm@ of the Tarzan protocol, it
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appears that realising SA and RA implies a homogeneous ardacture, and the use of
dummy messages and controlled tra c rates. However, Tarzans mimics mechanism does
not seem strict enough, since it still allows a node to suddely augment its end-sending
rate, making it easy to detect end-senders for the adversaryWe propose an adaptation
of this mechanism that abstractly aims at making each node apear as if it was only ever
relaying tra c for other nodes, even in the presence of corripted neighbors and external
observers.

Secondly, in order to allow the journalist to communicate with the informant without
learning her identity, we have seen Tor'shidden servicessolution, that makes use of
pseudonyms andrendez-vouspoints. In this thesis, the informant's anonymity w.r.t.
the journalist is ensured by mechanisms inspired from both hese techniques.

Lastly, from the review of existing threats to privacy, it ap pears that ensuring the
TAR property in a robust, formally veri able manner is extre mely challenging or even
impossible. Yet, timing analysis and trac ngerprinting a re serious threats, since
they are stepping stones towards breaching SA and RA. Stillthere is hope. Overall,
past works indicate that the most tra ¢ analysis-resistant networks are the pool-based
mixnets, that come with complex ring conditions [ Mol+03], and where batches com-
ing out of a mix node are not solely composed of messages thataently entered the
mix, but of potentially any message received by the mix sincehe start of the network.
Also, the most serious attacks, timing analysis and tra ¢ n gerprinting, often make the
assumption that both edges of the network are observable, wikh is not possible in a
homogeneous network where SA and RA are ensured. However,dfchallenge here is to
adapt pool-based mixing to the setting of fully distributed, homogeneous networks.
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This chapter presents our homogeneous protocol ensuring sder anonymity (SA),
receiver anonymity (RA), message unlinkability (MU), sesdon unlinkability (SU) and
tra ¢ analysis resistance (TAR) over the Internet. The secu rity of the protocol is anal-
ysed and proved in Chapter5, while Chapter 6 presents a prototype implementation of
the protocol, and studies its practical performances and pivacy guarantees.

At a high level, the protocol is an adaptation of Tarzan [FM02] to the mixnet setting,
preventing the very detection of the actions of end-sendingand end-receiving. It di ers
from usual sender-built circuits, since instead of buildirg circuits on-the-y and when
needed, circuits are long-lived and built in a proactive mamer. That is, the protocol
comprises atopology dissemination phase, where the nodes learn about their extended
neighborhood, and ultimately every other node. Also, the potocol consists in a shift in
terms of identity management: to enable end-receivers to b@nonymous even w.r.t. to
end-senders, nodes are identi ed in the network withrelationship pseudonyms[PKO1].
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The chapter is organised as follows. The rst section is a didctic overview of the
protocol, e ectively summing up the whole chapter. The ovewiew also presents the mo-
tivations and consequences of using relationship pseudoms. Building on the overview,
and following a similar outline, the complete protocol pre®ntations spans over Sec-
tions 4.2to 4.5. Section4.2 begins by presenting the routing tables as obtained after tle
topology dissemination phase, and Sectiod.3 details how these tables are used, and the
cryptographic processing of messages by nodes. Sectiérl is devoted to the description
of the dummy messages, controlled tra c rates and message nssage re-ordering mecha-
nisms, that play an important role in ensuring SA, RA, and TAR . Section 4.5 describes
in details the topology dissemination, and the constructian of routes and routing tables.
Section 4.6 presents the nal building block, oriented communications, where an infor-
mant anonymously contacts a journalist by leveraging the poperties of the pseudonyms.
Finally, Section 4.7 summarises some of the interesting properties of the protaid, and
concludes

4.1. Overview

This section is a summary and an introduction to the full protocol description. It is
organised as the whole chapter, and acts as a condensed versiof it.

The protocol works over the Internet, and is based on a homogesous architecture.
It assumes asparse underlying topology graph [Dan034 (an incomplete but connected
graph), where each node knows only its direct neighbors' IP ddress. How this underlying
topology graph is constructed is out of the scope of this work

The protocol belongs to the high latency category, for it aims at TAR and uses re-
ordering techniques for that, under the form of pool-based nxing. It can be described
as arestricted-route mixnet [Dan034 (i.e. not a cascade, but not a free-route network
either), and functions in an asynchronous manner. The routs are long-lived circuits
built starting from end-receivers. A circuit relates to only one end-receiver, but several
end-senders share the same circuit. Neither end-sendersglays, or end-receiver know
which nodes are part of a given circuit: the insider's knowlege is limited to the previous
and next hop. The protocol encrypts messages under product of public keys (including
the end-receiver's public key), uses URE to change the appeance of messages, dummy
messages to prevent the observation of the network edges, drcontrolled tra c rates
to protect against corrupted neighbors. Last but not least, nodes designate each other
using pseudonyms instead of their IP addresses or real-watlidentities.

Relationship Pseudonyms

The protocol proposes a shift from traditional identity management, by making nodes
designate each other withrelationship pseudonymgPKO01]. Therefore, in a network of n
nodes, each node has 1 anonymous network identities; and nodes< and Y designate
the same end-receiver nod® under two completely di erent and unlinkable pseudonyms.
This design choice, along with the goals of SA, RA, MU, SU and AR, greatly impacts
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the way the protocol is built, and implies the need to introduce mechanisms that are
non-standard w.r.t. previous works.

This choice is motivated by the need for nodes to be reachabbehile staying anonymous
even from the end-senders. In the considered informant-jaunalist scenario, this enables
the informant to receive messages from the journalist, whi¢ remaining anonymous even
to the latter. In terms of functionality, these pseudonyms can be seen as a stronger
version of Tor's hidden services, where the end-sender doe®t know the real-world
identity of the end-receiver it is communicating with.

Relationship pseudonyms provide better anonymity than traditional ones which im-
plies that a node is known by every actor in the network under he same unique
pseudonym. It is the case with the pseudonyms used by receik& hiding behind hid-
den services in Tor, or those used by Bitcoin walled addresseNak0g]. Indeed, with a
traditional pseudonym, all the actions of a given node can bdinked together. Ultimately,
this allows pro ling and easier de-anonymisation [CKK05]. On the other hand, relation-
ship pseudonyms make coordinated attacks from several acts in the network harder to
carry out. Additionally, once a traditional pseudonym is de-anonymised by the adversary
A, the latter can publicly announce the linking between the pgudonym and real-world
identity. With relationship pseudonyms, it is not that simp le, since the relationship
pseudonym used byA is meaningful only to herself: announcing publicly who is hiling
behind that pseudonym does not give information to other noas. Of course, relation-
ship pseudonyms do not prevent de-anonymisation in themsges. Rather, theylimit the
consequence®f de-anonymisation. Actually, endorsing relationship pgudonym is a way
to attest that some nodes will inevitably be de-anonymised & some point, despite the
best e orts put in the design of the protocol, and to introduce a form of damage control
Indeed, even provably secure protocols are subject to de-anymisation (in particular,
by attacks out of their model). For instance, even though mas de-anonymisation of Tor
user is still believed impossible, targeted ones are largelachievable.

In this work, the relationship pseudonym (or anonymous network identity) used by
node X to designate end-receiver nodeR is denoted P Sy, r. These pseudonyms are
designed to be cryptographically secure, meaning at the vgrleast that the real-world
identity of R can not be found fromP Sx, r, and two corrupted nodesX and Y should
not be able to compare their pseudonyms,i.e. P Sy, r should beunlinkable to PSy, gr.
Section 4.5.2 provides a more detailed de nition of pseudonyms. To the besof our
knowledge, the use of relationship pseudonyms as de ned inhis work is new in secure
messaging, although they have been studied as part of vari@privacy-enhancing identity
management frameworks CKK05; AG12].

There are consequences to this choice of identity managemeon the design of the
protocol. Firstly, particular care is taken to avoid using any network-wide identi er ,
i.e. the protocol avoids to use any piece of data that would be usetly the whole network
to designate the same node. In particular, the public key of anode is considered as a
network-wide identi er. Thus, the advertising and direct u se of public keys must be
avoided or circumvented. Also, circuits can not be built by end-senders that freely
choose their relays, since they do not know the IP address oht end-receivers they want
to address. Rather, circuits must be built starting from the end-receiver, during a phase
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of topology dissemination.

Routes and Routing Tables

Every anonymous network protocol has routing tables, evenfithey are implicit. In the
Tor protocol, for instance, nodes store mappings(ORpyrev; Cidprev); (ORnext ; Cidnext )i,
often accompanied with various cryptographic tokens. The ckets abstractly consist in
a circuit identi er and some (encrypted) payload data. The circuit identi ers cid are
what allow the relay node to know where to send a message next.

In this work, routing tables additionally contain the pseudonym of the end-receiver
that circuits lead to. This pseudonym is not used for relaying messages, but for end-
sending. Indeed, di erent nodes do not designate a given endeceiver with the same
pseudonym, thus it is not possible to route messages based @seudonyms. Note that,
even though we aim at concealing the IP address of end-receis, it is unavoidable to
make the IP address of the next hops appear in the clear in ordefor the protocol to
function as an Internet overlay.

In de nitive, routing tables entries and packets in this protocol, in their simplest form,
respectively consist of:

(1 Pprev; Cidprev); PSx 1 R; (IPnext; Cidnext )i and hcidneyt ; datai

Sending, Relaying, and Receiving Messages

Routing tables are used by nodes in their activities as endender, relay, and end-receiver.
But several mechanisms are put into place to ensure SA, RA, SIUMU and TAR.

Firstly, to (partially) ensure MU, and TAR, link encryption and URE are used. That
is, similarly to several existing works, circuit identi er s are encrypted with a SKE key
shared by neighbors, obtained by a DHKA run at network setup. This prevents ex-
ternal adversaries from knowing which messages belong to wdh circuit. While circuit
identi ers change at each hop, the payload does not. The payad is thus encrypted sep-
arately from the circuit identi er, and its appearance is changed using URE. Although
URE does not seem to integrate well with the traditional client-server architecture, in a
homogeneous setting, it has several advantages over oniosfuctures. It allows to sim-
ply encrypt payload a m under some (product of) public key(s), and have relay nodes
re-encrypt the ciphertext at each hop, without even needingto know these public keys.
In regards of the pseudonyms, it also avoids the advertisenm of public keys. However,
URE is used in a manner that di ers from past works. Indeed, the presence of a topology
dissemination phase allows nodes to learn adequate encryphs of one, thus removing
the burden of always sending full URE-Elgamal ciphertexts {.e. a single Elgamal cipher-
text is routed through the network, instead of two). Also, to prevent the URE-specic
attack presented in Section3.4.1, payloads are actually encrypted under aproduct of
public keys, and each relay node on the route divides out itswn key.

More speci cally, during the topology dissemination, eachnode X obtains a ciphertext
Conex1 R = Endpkz, pkz, :::pkr;1) towards each nodeR, i.e. the value 1 encrypted
under the product of all the keys of nodes along the route betwenX and R. With this,
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X can encrypt a payload m by leveraging the homomorphic properties of the Elgamal
scheme. Namely, it computesPlainMult(Conex 1 r; M). With the same ciphertext Conex | R,
X can also re-encrypt any ciphertext that it relays for other end-senders. Note that
encryptions of one, contrarily to public keys, do not constiute a network-wide identi er,
since there are many possible encryptions of one for any gimepublic key.

The above elements of design mainly participate in ensuring/lU. To ensure TAR, mes-
sages are additionally re-ordered during their forwarding using techniques from mixnets.
Here, we chose to uséimed dynamic pool from Mixmaster [Mol+03], for its robustness
to tra ¢ analysis. However, instead of maintaining one global pool of messages, a node
maintains one pool for each of its neighbors. Consequentlyevery tp seconds, a node
checks ifall its pools have enough messages in them, and if so, res the mizy sending
a random fraction of each pool to the corresponding neighbor

Finally to ensure SA and RA, in addition to endorsing a homogaeous architecture,
dummy messages and controlled tra ¢ rates are used, similaly to Tarzan. Here, how-
ever, we pose more constraining rules, aimed at making a nodappear to link-send as
many messages as it link-receives,e make every node appear only as aelay of traf-
c. Basically, this translates into compensating the exces of link-received messages by
sending out one dummy messagé each neighbor And similarly for the excess of link-
received messages. Ultimately, we show that these constras prevent the detection of
sending and receiving activitieseven when only one neighbor of the node is honest

There is one question left, however: for a given informant Aice that wants to commu-
nicate with a speci ¢ journalist Bob, how does the informant nd a route towards that
journalist? Indeed, the informant's routing tables contain no information linkable to the
real-world identity Bob. Said otherwise, routing tables leaves only the possibility of
completely anonymous communications, where end-sendersd end-receivers have no
idea who they are communicating with. This may be su cient for some applications
such as anonymous le sharing or online gaming, but not for the informant-journalist
scenario. Thus, the protocol also enablesriented communication, a way for Alice to
contact Bob speci cally, by leveraging the properties of pgudonyms and the way they
are constructed. The proposed solution is for Alice and Bob & use anindirection node
| in the network: Alice has the real identity of Bob, and interacts with | to compute |'s
pseudonym towards Bob. During the interaction, care is take to separate the knowledge
between Alice and the indirection node, so that neither Alice nor the indirection node
can link Bob to its pseudonym(s).

Constructing the Routes

Abstractly, topology dissemination is quite standard: as in every self-discovering network,
nodes start by advertising their presence, and when they lea about other nodes, spread
their knowledge. That is, a nodeX knowing a route towards some other node advertises
it to its neighbor, essentially meaning | can relay towards this end-receiver, even if X
may not know the actual identity of this end-receiver. Such an advertisement is hereby
called aroute proposal (one route is advertised at a time), and each node begins by
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self-proposing At the outcome of the topology dissemination, nodes may hag several
routes towards the same end-receiver, and thus several roimg table entries for a same
pseudonymP Sy, r. Additionally, at network initialisation, each pair of nei ghbor nodes
perform a DHKA and derives keying material to later encrypt circuit identi er and
diverse routing information.

During a route proposal, several tasks are carried out: (i) he exchange of a circuit
identi er, (ii) the communication of the adequate encrypti on of one Conex 1 r USed to
encrypt payloads, and (iii) the computation of the pseudonym P Sy, r, used by X
to designate end-receiverR. This pseudonym computation actually consists in a two-
round (three-message) exchange, wher¥ and R run a secure multi-party computation
(SMPC). Each nodeX may encounter several route proposals for the same end-rager
R, and must always obtain the same pseudonyn® Sx, r. Thus, pseudonyms can not be
simply generated and handed over by the end-receiveR. Instead, the value of P Sy, r
is determined by a secret ofX, srcy , and a secret ofR, dstr, respectively representing
the identity of X as end-sender, and that oR as end-receiver.

Because the end-receiver must be involved in pseudonym comafations, messages must
make areturn trip betweenX to R for a route proposal to be completed. This is similar
to the telescopic construction of circuits in Tor, with the di erence that the construction
starts from the end-receiver. This is depicted in Fig.4.1, where R rst self-proposes
to X (solid lines in the gure), requiring communications only betweenX and R since
they are direct neighbors in the topology graph. Then,X proposes this route towardsR
to Y (dashed lines in the gure), and must act as an intermediary rode helpingY and
R compute PSy, r. This process goes on, e ectively using the already existig routes
to extend them by one more hop. Note that, in the example, paybad messages will
eventually then ow from Y towards R, i.e. in the opposite direction compared to the
propagation of the route proposals.

3) )

< y

G @Ql'@);

Figure 4.1. Propagation of Route Proposals Relating to End-ReceiverR

The circuits are built so that each node only knows its previas and next hop: even
the end-receiver does not know the sequence of nodes constihg the circuit, nor its
length. More generally, to ultimately prevent the adversary from breaking SA and RA,
the topology dissemination phase is made as oblivious as psible, in order to conceal
the constructed routes. For that, route proposals ful ll several security properties. In
particular, self-proposals and relayed ones are indistingishable. Also, routing messages
involved in route proposals are actually mixed and re-ordeed along with payload and
dummy messages, preventing in particular the tracing of thereturn trip during the
computation of pseudonyms.

This concludes the overview of the protocol. In the remainde of this chapter, the
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complete protocol presentation builds on this overview. Itroughly follows the same out-
line (routing tables, messages processing, and construoth of routes), with the exception
that oriented communications are presented last, once all he other components of the
protocol have been described.

4.2. Routes and Routing Tables

The present section rst reviews the keying material sharedamong neighboring pair of
nodes. In a second time, it presents the contents of the routig table of a node in small
example network.

4.2.1. Neighborhood Management

Since the protocol works over the Internet, any pair of nodesan theoretically be neigh-
bors, since any node can directly communicate with any otheKspeci c restrictions due
to e.g. NAT set aside). However, we deliberately restrict the dired communication
partners of nodes, and assume that the underlying topology i@ph is connected but in-
complete. More exactly, the topology graph is consideredparse in the terminology of
Danezis Pan034, which means that nodes only have a few neighbors comparea tthe
total number of nodes in the network. There are two main reasas for this. Similarly to
Tarzan, the protocol uses dummy messages to conceal sendiagd receiving behavior.
But using dummy messages on alh? links of the complete graph would be too costly.
Secondly, this avoids nodes to disclose their IP addressesi@ their participation in the
network to all other nodes, as noted by Clarkeet al. [Cla+10]. Indeed, in a protocol
where all nodes learn about all others, it is extremely easyd check the participation of
a particular individual in the network: it is su cient to run  a node. In our case, each
node only learns about the presence of a fewe(g. logn) other nodes. Similarly as in
a variant of Freenet [Cla+10], a node can for instance only connect to trusted nodes,
realising a friend-to-friend network, and thus protecting the node's real-world identity.
How these neighbors are selected in practice is out of the spe of this thesis.

Note that the attack against Tarzan, which relies on the fact that a node only builds
circuits using the few other nodes it knew, does not apply hez. Indeed, in the present
protocol, nodes do not select their routes, they are constrated by the network as a
whole.

At the start of the network, each node performs a DHKA with each of its neighbors.
This assumes that all hodes agree on a specic grous. For simplicity, we assume
that the description of G (i.e the terms g and g) are publicly known. From the shared
secret, they derive cryptographic materials. Namely, usiig a secureKDF , hodes generate
two symmetric keys kxy, and ky,x (one for each direction on the link) suitable for a
block cipher such as AES, along with the necessaryvs. During the network lifetime,
neighbors then perform a new DHKA periodically, and genera¢ new keying material.
This prevents the long-term compromise of link keys.
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4.2.2. Routing Tables

During topology dissemination, a nodeX (not necessarily neighbor to nodeR) generally
receives and possibly accepts several route proposals tomie each nodeR. It also
proposes several routes toward® as well. The nodes' routing tables at the outcome of
topology dissemination di er depending on which node prop@ed, accepted, or refused
which route proposals: the route proposal mechanism is pradilistic (see Section4.5.4).
A concrete example of constructed routes is depicted in Fig4.2 and Fig 4.3. The rst
gure depicts an example network centered around a nodeX and its neighborsY;, and
the second shows the routing tables entries of nod& , regarding end-receiverR only.
There are two entries, meaning thatX has two di erent routes towards R. In Fig. 4.2,
the routes are depicted along with the circuit identi ers. T he plain arrows correspond
to the rst route, and the dashed ones to the second. Note thatthe routes shown are
only those towards R, and represent one con guration among many possible outcoms
of topology dissemination in the example network.

Figure 4.2. Example Network

Prev. hop PS Cone Cprop Next Hop
Y; cid,
Ys;cids | PSx: r | Endpky,:z,:r;1) | ENdpKy,;z,:r;dstr) | Yi;cidy
Ya; Cid4
Y]_;Cidcl) PSxi r Endpkys;zz;R; 1) En((pkys;zz;R;dStR) Ys; cids

Figure 4.3. Routing Table of Node X towards R

This example actually contains a lot of information. We will rst look at each term
in X's routing table, then analyse the depicted routes. The nextsubsection shows how
tables are used for sending, relaying and receiving message
4.2.2.a) Terms in the Routing Tables

The previous hopand next hop elds are quite self-explanatory. The nodes are denoted
with capital letters, e.g. Y, and can be understood as their IP address or their real-wod
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identity (since the two are assumed publicly linked in Assunption 1). When X receives
a link message with a circuit identi er present in a previous hop eld, it must forward
accordingly to the node and with the circuit identi er of the correspondingnext hop
eld. There can be several previous nodes (and circuit ideriters) for a given routing
table entry, but there can be only one next hop. That is, forwarding is deterministic:
once a message is sent on a route, the path it is going to take ithe underlying topology
graph is fully determined. This avoid issues with routing loops, as described in the next
paragraph. The PS eld contains the pseudonym used byX to designate end-receivers.
It is used along with the next hop eld in its activities as an end-sender. The true utility
of pseudonyms appears later, during the realization oforiented communications (see
Section 4.6). The cone €eld is the encryption of one used to encrypt payload message
that X sends, and to re-encrypt the onesX relays. It is encrypted under a product
of public keys, wherepkz,..z, is a shorthand for pkz, pkz, ::: pkz,. The nodes
for instance, relates to a route going throughYs;Z1 and R, and thus cone is encrypted
under pky, pkz, pkr. Lastly, the coop eld stores a ciphertext only used during the
topology dissemination, for X to make route proposals towardsR. It encrypts dstr, a
value secret toR and used to compute pseudonyms that nodes use to designak.

Note that, even though the routing table entries in the example relate to end-receiver
R, the IP address or identity of R never appears in them. Actually, X does not know
that these entries relate to R.

4.2.2.b) Routes Depicted in The Example

There are two main routes in the example. The one correspondg to the rst routing
table entry is drawn with plain arrows, the other with dashed ones. The route relating
to the rst entry of X's routing table starts with either Y,, Y3, or Y4, goes throughX,
and then Y1, Z; and nally arrives to R. The second one starts withY7, goes through
X, Ys, Z, and nally R. Additionally, a third route is depicted, showing that Y, also
has a second route that directly reachesR through Ys and Z,.

Circuits are unidirectional , meaning that payload messages are only meant to ow
from X to R (but as we will see, it is necessary to let some routing messag go up the
circuits). Circuits are also shared by nodes that compose tam. Indeed,X may use its
rst routing table entry, and send its own messages toR through Y; and cid;. But this
link x 1°“* v, may also be used byX to forward messages thate.g. Y3 sends toR via
X . Consequently, Y1 can not know if a message on this link, with this circuit identi er,
comes fromX or from upstream nodes on the circuit (here,Y>, Y3, or Y4). Abstractly,
this participates in achieving SA and MU-session: circuitsdo not relate to one specic
end-sender (and thus do not relate to any end-sender-recedy pair neither). In addition,
nodes do not know who is part of the circuit, apart from their previous and next hops.

In the example network, X is not the only node with several routes towardsR. Yy
can reachR through sequenceX -Y;-Z1, or through Ys-Z,. And Y; has a direct route
via Z1, but also an indirect onevia X, Ys and Z,. This shows that constructed routes
may not always be the shortest ones. Also, in the exampleX can reachR through Y;
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with cidy, and vice-versa (with cid?). This kind of situation is allowed in the network,
and does not create routing loops, since circuits are sepated and unidirectional.

4.3. Sending, Relaying, and Receiving Messages

With their routing tables, nodes have all the elements to sei and relay messages. This
section describes how nodes process messages froonygptographic point of view, whereas
the message re-ordering and use of dummy messages is the feai the next one.

4.3.1. Link Message Format

The packet format of a link message carrying a payload messagn for end-receiverR

hfpayload kcid g, ; Enq(pkz, ;.7 ,:r; M1); ENApKz, ;.07 R M2)i 4.1)

That is, a packet begins with a header consisting of an AES encryption of a circuit
identi er accompanied by a payload ag, and two Elgamal ciphertexts. All link messages
between any two nodes have this form, meaning each and everyngle message part of
the protocol (including link messages that carry routing information). This means that
all link messages have the same size and random-looking aprance (allowing to later
batch them and shu e them together). The ag here has value payload, but is also
used to signal routing information or dummy messages. The heder is constructed to
always be =128 bits long, i.e. one AES block. The symmetric keyk used to encrypt
the header is the link key for the direction of the link messag (e.g. kxy for a link
message sent by to its neighbor Y). Every message containgwo Elgamal ciphertexts.
Indeed, on several occasions, a second ciphertext is needddr some routing messages,
the second ciphertext is an encryption of one to perform (unversal) re-encryptions; and
during oriented communications, the rst ciphertext conta ins the session identi er (that
allows to link all payload messages in the session). If therare cases where a second
ciphertext is not needed, an encryption of random data shou still be included.

It is known that the Elgamal scheme can only encrypt group eleents, i.e. elements
from G. To encrypt a piece of datam 2 f 0; 1g with the Elgamal scheme, anencodingis
necessary to transformm into a group element. Yet, this encoding is known to degrade
(or even take away) the homomorphic property of the scheme. n this work, this is
not an issue: the homomorphic properties of the scheme are oessary only forrouting
messages Thus, the protocol is built so that all plaintexts involved in routing messages
are directly taken in G. More information on this matter can be found in Appendix A.

4.3.2. Creating and Processing a Message

This section describes how a node encrypts a given payload me&age, and how it is then
processed and relayed to its end-receiver. For that, we de a the following primitives,
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for c= Endpk; m;r) and cone = EndpkK;1; rone):
ReENGne(Cone) = SCEXf{Cone; 1Y with 10 527
_ r0. r0
=( Conep ; Conep )
= Enqpk;1;rone r9
ReEngopk(Cone; €) = CtxtMult (c; ReEngne(Cone))

=(co ConeBo; C Conerlo)
= Endpk; m;r + rone 19

ENGiopk(Cone; m) = PlainMult(ReEngne(Cone) ; M)
— (gl’one rO. m hrone ro)
= Endpk; m;rone 19

The Encopk Operation leverages thePlainMult homomorphic operation of the Elgamal
scheme, and allows a node to encrypt a plaintext using an engption of one, and without
a public key. The ReEngne and ReEngopk are actually the atomic operations realised in
the UReEncprimitive. Indeed, the latter can be expressed as:

UReENEC = (c;ane)) = ReENgopk(Cone; €); REENGhe(Cone) 4.2)

In contrast with other protocols that use URE, the UReEncprimitive is split . Indeed,
in the present protocol the topology dissemination phase #bws to distribute the encryp-
tions of one. As a result, in the protocol, an Elgamal cipherext does not always need to
be accompanied with an encryption of one (as it would be in thdJRE-Elgamal scheme).
In addition to saving bandwidth, this optimisation also all ows nodes to generate many
re-encryptions of one in an asynchronous and pre-emptive nmmer, so that they need
only to perform one CtxtMult operation during the actual forwarding of messages.

With these primitives, given a payload messagem = mikm, and a end-receiver's
pseudonymP Sy, r, X proceeds in the following way to sendm in the example network
of Fig 4.2. First, it selects one of its two routing table entries for PSyx, r at random.
Let's assume that X chooses its second routing table entry. For this case, Fig4.4
describes the sequence of link messages frofnto R. The involved Elgamal ciphertexts
are processed as follows. FirstX gets the ciphertext conex1 r = Enq(pkys:z,:r; 1) from
its routing table entry, and computes:

Ci ENGiopk(Conex 1 r;M1)
C2  ENGiopk(Conex 1 r; M2)

X sends these ciphertexts toys. Upon receiving them,Ys nds Coneys1 r = ENdpkz,r;1)
by a table lookup on previous hop ;cids). It then partially decrypts c¢; and c,, and
re-encrypts them:

) ReEngopk(Coneysi Rr; Ded(skys; C1))
) ReEngopk(Coneysi Rr; Deq(skys; C2))
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Ys then forwards the ciphertexts to Z,, and the process repeats until it reacheR. The
partial decryption carried out by relay nodes can clearly beseen, ensuring that at the
last hop, the Elgamal ciphertext are simply encrypted underR's public key. This partial

decryption and re-encryption of relay nodes is very similarto the processing that Huang
et al. [HLF12] apply in their own protocol.

X1 Ys :fpayloadkcid5gkXY5; ankag{%z;R;m12; Fno(pky%%z;R;ng
C1 C2

Ys! Zy :fpayloadkcidogkyszz; Enc(pk%Z;R;mlg; Enc(pk%f;R;mQ;
c? c?

| |
1 2
Z,! R :fpayloadkcido‘bkzzR; Endpkg; m1); Endpkg; m>)

Figure 4.4. Sequence of Link Messages fronX to R

In terms of security, the above processing of messages parifpates in ensuring MU-
tracing (and RA to some extent, sinceR's public key is never used). First note that,
although it does not appear explicitly, the management of the IVs for the AES encryp-
tions ensures that all link messages between neighboring des always exhibit a di erent,
random-looking header, by using a di erent IV for each messge. Then, for the Elgamal
ciphertexts, note that care is taken to re-encrypt the cone Ciphertext before every use,
thus e ectively emulating the UReEncprimitive, and allowing to re-use Golle et al.'s USS
security property. This intuitively means that ciphertext s change at each hop in such a
way that they are not recognisable, even by the end-sendeX . Then, because plaintexts
are encrypted under aproduct of public key (similarly to Huang et al. [HLF12]), rather
than solely under pkr, the protocol resists the re-encryption specic attack degribed
in Section 3.4.1 Finally, by the probabilistic nature of the Elgamal scheme, there are
many encryptions of one for a given (product of) public key(3; and because Elgamal
ciphertexts do not leak which key(s) they are encrypted unde since the scheme ensures
key-privacy, encryptions of one do not act as a network-wideidenti er.

4.4. Messages Re-Ordering, Dummy Messages, and
Controlled Traffic Rates

The previous section only presents the cryptographic procgsing of messages, and how to
ensure MU. This section is complementary: it presents courdgrmeasures against network-
level attacks, ultimately seeking to ensure TAR, SA, and RA. This is performed by a
conjunction of three tools: message-reordering, dummy mesges, and controlled tra c
rates.

These three tools are interdependent, and must be presentetbgether. In particular,
as noted by Diaz and Preneel DP04], the policy for producing and emitting dummy
messages has to be designed in conjunction with the message-ordering mechanism.
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Moreover, as in the Tarzan protocol, the controlled tra ¢ ra te mechanism goes hand
in hand with the production of dummy messages as cover tra ¢ for a node's neighbors.
Here, message re-ordering is performed using a variant of #timed dynamic pool strategy
used by the Mixmaster protocol [Mol+03], but adapted to the homogeneous, fully dis-
tributed setting. On the other hand, dummy messages and conblled rates are inspired
from the Tarzan protocol, but are adapted to provide more robust security guarantees.

This section rst presents a thorough analysis leading to stict rules that a node must
follow to ensure SA and RA, using dummy messages and contra@d tra c rates. In a
second time, we present how to implement these rules in accdance with the message
re-ordering mechanism.

To avoid confusion, the following de nition formally makes the distinction between
real and dummy messages. Recall also De nitior8 which makes the di erence between
sender and end-sender (and likewise for receivers). Thesertns are used extensively in
what follows.

De nition 16 (Dummy and Real Messages). A dummy messagsés a link message
carrying no payload nor routing information, and not meant to be relayed further than
the link on which it is sent. A real messageis de ned in opposition, as a link message
carrying a payload or routing message which is meant for a spec end-receiver.

A dummy message from nodeX to its neighbor Y consists in the following, forry;
rro sG: D E
fdummg, . ;Endpkx ;r1); End(pky ;r2)

4.4.1. Dummy Messages and Controlled Tra c Rates for SAand R A

One of the features ensuring the security of the protocol istiat nodes conceal their own
tra ¢ (messages they end-send or end-receive) within the tra ¢ of their neighbors. This
realises a homogeneous architecture. Yet, a homogeneouschitecture is not enough.
First, because the protocol does not make any assumption onhe trac load in the
network, it is possible that a node X does not get any trac from its neighbors for
a certain period of time, and thus no cover trac. Then, even if there is a lot of
tra ¢ passing through X, a network observer can still count its incoming and outgoirg
messages, and breach SA and/or RA, as exposed in Secti@¥.4

This section shows how to ensure SA and RA, by preventing the loservation of end-
sending and end-receiving activities. For that, we presentan analysis of the threats
posed by network observers and by (collusions of) corruptedeighbors, and how dummy
messages and controlled tra c rates can protect against then. These two kinds of
adversaries call for di erent approaches: a global observesees all links a node has with
its neighbors, but can not distinguish a dummy message from aeal one; while corrupted
neighbors do not see all the links of a node, but they detect donmy messages that it
sends to and receives from them. This section progresses incremental steps, building
up towards a solution that ensures SA and RA against both type of adversaries at the
same time.
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4.4.1.a) A First Step With Network Observers

We rst assume that the adversary is only a global network ob®rver. For a given target
node X, this means that every incoming and outgoing link message oK, to or from
any neighbor, is visible to the adversary (even though they & protected by encryption).
It is assumed that end-sending is detected by the adversary faen the number of (real)
incoming messages oK, noted |, is lower than the number of its outgoing messages
O. Conversely, end-receiving is detected whemh > O . The goal is thus that, from the
adversary's point of view, | seems to be equatio O, i.e. to make X appear as a simple
relay pipe.

First of all, note that, without any particular addition to t he protocol, | and O can
be made equal, ifX end-sends a message when and only when it end-receives ondist
however puts extreme constraints on the nodes and on the netwvk as a whole, and is
highly impractical.

To provide more exibility, dummy messages are used. By the poperties of the AES
and Elgamal schemes, observers can not distinguish betweatummy and real messages.
Thus, to perturb their observations of the numbersl and O, nodes can send dummy
messages. But there must be a speci ¢ strategy in the sendingf these dummy messages,
a policy that makes | and O appear equal. In particular, simple strategies such as
randomly sending dummy messages from time to time, or sendon one everyt seconds
exactly, are not so useful. Indeed, a basic statistical angkis can be enough for the
observer to work around such simple policies. Consequentlyhe dummy message policy
must instead depend on pastand future values ofl and O.

Hereby, in accordance with the message re-ordering mecham presented later, we
divide time into discrete time intervals, corresponding to the batching rounds. The goal
of the dummy message policy thus becomes that, in each roundcha for each node| = O
from the point of view of the adversary. Against mere network observers, and without
taking corrupted neighbors into account, this means that in round r: (i) a node can
end-send only if it received at least one dummy message fronme neighbor in the same
round, and (i) a node must send one dummy message to one neigbr when it end-
receives in roundr. In point (i), the controlled tra c rates mechanism begins to appear:
a node mustretain messages it wants to end-sendntil some condition is satis ed. To
be complete, the policy should include a third point, brie y mentioned earlier: (iii) a
node can also end-send if it end-received in the same round.

There is one pitfall that immediately poses a problem in this basic policy. An ini-
tialisation issue arises: which nodeX will send the rst dummy message(s), that will
allow its neighbor(s) to end-send? More generally, how to pevent the network from
stalling because no node emits dummy messages to any neighbor? This ane that the
policy must ensure that each node provides enough dummy meages to its neighbors.
This idea is included in our nal solution, built up in subsequent sections. Before pre-
senting it, however, the next section considers the impact bcorrupted neighbors on the
observations and comments made so far.
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4.4.1.b) Considering Corrupted Neighbors

Against corrupted neighbors, dummy messages have a limiteédmpact, since those can
trivially di erentiate them from real messages. In the worst case, when a node is sur-
rounded by a collusion of corrupted neighbors, dummy messags are entirely useless, and
the only strategy that makes | and O look equal to the adversary is point (iii) of the
above policy: X systematically end-sends a message wheand only when it end-receives
one.

In addition, when considering corrupted neighbors, the paky proposed above may
actually reveal more information than no policy at all. Indeed, if X follows it to the
letter and sends dummy messages only on aeed basis corrupted neighbors obtain a
easy way of detecting when a node end-receives. Indeed, a rothat end-receives can be
distinguished from one that simply relays a message based ahe fact that the former
one is the only one sending out dummy messages. This calls farmore complex policy,
in particular where the emission of dummy messages does notegend on the actual
end-sent or end-received messagdé®mm the point of view of the adversary

Since the issue seems to be that can be detected as end-receivef it sends a dummy
message to a corrupted neighbgra naive approach would be to consider thatX has at
least one honest neighbor, and reformulate points (i) and ) of basic policy as: (i) X
can end-send only if it received at least one dummy messageom an honest neighbor
and (i) X must send one dummy message to an honest neighbor when it emdeeives.
This works, because dummy messages exchanged betwe¥nand its honest neighbors
are indistinguishable from real ones, even for corrupted righbors. In a senseX 's honest
neighbors act as arelief valve where it gets or dumps cover trac. This is the reason
why we make Assumption3, that a node has at least one honest neighbor.

But things are not that simple: X does not know which of its neighbors are honest.
Assumption 3, only states that one neighbor is honest, but not which one. This means
that X has to assume simultaneously that each node may be corrupt. bte exactly, a
more conservative version of Assumptior is to consider that the neighborhood ofX is
partitioned in a least two collusions that do not share knowlkdge between them. This
allows X to use dummy messages sent to or received from one collusioa fool the other.
And since X is not aware of this partition, it must assume that every possble partition
holds simultaneously, and use a policy that ensures SA and RAn every caseé.

In what follows, we formalise the problem and build up towards an applicable solution,
that each node can individually apply.

4.4.1.c) With Formalism and Known Honest Neighbors

The neighbor set of X is denotedn. In a rst time, we assume that X knows that n
is partitioned in two subsets: honest neighborsh  n, and corrupted neighborsc  n.
The corrupted nodes are assumed to collude together and shartheir observations and

! Alternatively, to actually increase its chances of not being surrounded by one big collusion of corrupted
nodes and realise Assumption 3, X can mount a reverse Sybil attack, i.e. run several nodes with
di erent identities, and connect with them in the underlyin g topology graph.
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knowledge together and with a global network observer. Fir§ the term | is re ned
according to the nature of the messages (real or dummy), andd their provenance (honest
or corrupted neighbors). That is:

I = lqum + lrea = Ih+c

Additionally, to denote, say, dummy messages received fronmonest neighbors, the term
|Qum is used, combining subscript and superscript notations. Tle same notations are
de ned for outgoing message<D.
Ultimately, the aim is to make nodes in c and the global observerbelievethat Oeq =

I eal, €vEn though X does end-send and end-receive messages. This formally tedates
into the following equations to be respected in each round. They respectively corre-
spond to points (i) and (ii) expressed in the previous sectia. Point (iii) also appears
implicitly.

c h
real I'real + Idum (4.3)

Irceal Oreal + Ogum (4.4)

Put together, these relations are equivalent to eq. 4.5, showing that node X can
adjust the di erence between its outgoing and incoming paclets in the margin provided
by the tra c to and from its honest neighbors.

Oh rceal I rceal I n (4-5)

4.4.1.d) With Formalism and Known Neighbor Collusions

A conclusion from this rst naive analysis is that X can end-send and end-receive as
many real messages as it wants through its honest neighborgdowever, two issues arise:
a heavy use of honest neighbors aselief valve will be detected, and, anyway, X does
not know which of its neighbors are honest and can not rely onhis strategy. To make a
step towards lifting assumption that X knows which neighbors are honest and which are
corrupted, we model the neighborhood ofX as a partition of collusionsC= fc;;¢;:::q,
suchthat[ig = nandg\ g = ; fori 6 j. That is, there are no honest nodes; only
groups of corrupted nodes sharing knowledge within their chusion, but not with other
collusions. Now, if X knows the partition C it can go around the collusions, using the
dummy messages sent to and received from one collusion to fotve others. For that,
there must be at least two collusions in the partition C. This can be seen as a variant of
Assumption 3. In this setting, eq. (4.5 must hold for each collusion inC:

8g2C: O™ Q¢ | &

real real

| "G (4.6)

4.4.1.e) With Formalism and Unknown Neighborhood

Finally, let us lift the assumption that X knows the collusion partition of its neighbor-
hood. The only safe option forX is to act as though all possible collusion partitions
were simultaneously in e ect. That is, it must enfolgce eg. (4.6) for each possible par-
tition. However, if X has k neighbors, there are ;5,51 S(k;i) such equations to
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enforce, whereS(k;i) are the Stirling set numbers. Indeed, for each possible péition
C containing i collusions, there arei equations to respect. And by de nition, there are
S(k; i) partitions of size i. This is clearly an impractical policy to implement: heuristics
must be used. The rst simpli cation that can be made is to tak e into account only
the worst casecollusion partitions. That is, partitions of size two, where all but one
neighbor are in the same collusion. There ard& such partitions, one per neighbor, and
X must thus respect X equations. This is a great improvement, but still impractical to
enforce. To further simplify the problem, we examine these guations in the case of SA.

Example 1 (Example for SA and k = 3 neighbors). Let X be a node withk = 3
neighborsYi, Y», and Ys. To ensure SA (only), X must verify the following 6 equations
derived from eqg. @.3) corresponding to SA:

_ . . . Y2;Y3 Y Y Y5:Y:
FOf' Cl - ff Ylg ,f Y2, Y3g g . Oreal I real + I djm Orelal I real + I dlim s

— . . . Y1;Y Y. Y. Y1;Y3
For C2 - ff ng ,f Yl, YSQQ . Orelal s I real + I djm Ore2a| I real + I d&m

— . . . Y1;Y Y. Y. Y1;Y
For C3 - ff Ygg ,f Yl, ngg . Orelal 2 I real + I djm Ore3a| I real + I d&m 2

To simplify the system, it is possible to replace all thel qym terms with the minimum
of all of them, denoted min (I 4ym), without violating any of the relations. A value
min (Iqum) = N Means that, in the current round, X received at leastn dummy messages
from each neighbor. Secondly, sinceDyeg = O, + O2, + 0%, X can simply ensure
that Oreal lrear + Min (Iqum). We successfully reduced the system to one simple
constraint to ensure SA. Proceeding in the same manner for RAhows that it is su cient
for X to ensureOreg + MiN (Ogum)  |real -

In de nitive, in order to guarantee both SA and RA without any assumption on the

neighborhood other than Assumption 3, each node must ensure that:

min (Odum) Oreal I real min (I dum) (4-7)

Taking a step back, thetra c rates equation (4.7) says that X must neither send nor
receive too many real messagesHere, real messages designate both relayed and end-
sent/end-received messages. More speci cally, each nodeust maintain an equilibrium
between link-sent and link-received real messages: in a gwm round, it must link-send
approximately as many real messages as it link-received, upo the bounds provided
by its link-sent and link-received dummy messages in this sae round. We call these
bounds the dummy budgets The sending dummy budgets the lower bound in eq. @.7),
equal to the minimum over the number of dummy messages that the nodesceived from
each neighbor in that round. It is the minimum over all neighbors that is considered,
because, to protect from every neighbor X has to adapt to the margins (in terms of
dummy messages) given by the most restricting neighbor. Theeceiving dummy budget
is de ned in a similar manner, according to the minimum over dl neighbors of sent
dummy messages.

Note that eq.(4.7) implies that if X is a simple relay node (neither end-sending nor
end-receiving), it does not need to send nor receive dummy ngsages. Yet, as explained
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earlier, nodes should not send dummy messagasly on a need basis. More generally,
the dummy message and controlled tra ¢ rate policy must be implemented to respect
eg. (4.7), while keeping in mind all that has been learned in our analgis. We show next
how a node can proceed to enforce the equation in practice.

4.4.2. Integration With Pool-Based Batching

This section shows how the dummy messages and the controlldda c rates policies can
be implemented in conjunction with the message re-orderingnechanism.

4.4.2.a) Batching With Timed Dynamic Pools

Existing literature indicates that pool-based mixes are the most resistant to tra ¢ anal-
ysis (see Sectior3.4) [BPS01, SDS03. We choose to use the already well-tested timed
dynamic pool of Mixmaster [Mol+03], also known as aCottrell mix [SDS03. A node
implementing this batching strategy places all link messags that need to be sent i e. re-
layed or end-sent) in a poolP. The system is parameterized by a time intervaltp, a min-
imal number of messages in the poatpnmin , and a fraction f p. Every tp seconds, if there
are np messages in the pool, the node randomly selects and sendls= min(hp  Npmin ;
np fp) messages from the pool.

In this thesis, we propose to use a variant of this mechanismin which a node maintains
one separate pool per neighbor. This facilitates the implerantation of the dummy
message policy described in the previous section (which nde to have a per-neighbor
control on dummy messages). Also, this design choice allom® ensure that, in every
round, each neighbor gets the same number of link messagese@ardless of whether
they are real or dummy ones). This prevents against attacks o asynchronous free-route
mixnets [BPS0]] (the present network is indeed asynchronous, and not a caade). The
latter constraint can be formalised asO" = OYi for all neighborsY;;Y; at each roundr.

Therefore, each nodeX maintains one poolPy, per neighborY;. When X must send
or relay a message tor; (be it a real or dummy one), it places it in Py,. Every tp seconds,
X sends out messages #ll pools have enough messages in them. More exactly, IeioYi
be the number of messages in podPy,. At each round, X randomly picks n messages
from each pool, and sends them in a random order, fon de ned as:

n:=min (min(ne,,  NeminiNpy, fp)) (4.8)

4.4.2.b) Producing Dummy Messages

With this batching strategy, dummy messages are inserted ito pools, according to the
following policy. At the beginning of each round, X inserts a dummy message in a
random fraction fg,, of neighbor pools €.9. fqum = 1=3). Additionally, rounds in
which n is equal to zero according to eq.4.8), X still sends one dummy message to each
neighbor. This very basic policy has the advantage of resp¢ing the lessons learned from
our analysis. Thatis, dummy messages are not sent determisfically and on aneed basis
since the policy is completely independent from the end-sdrand end-received messages.
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And secondly, the network is prevented fromstalling, since each node regularly provides
neighbors with dummy messages: each pool gets a dummy everyEfl,, rounds on
average, and when a node can note its poaols, it still sends out dummies.

4.4.2.c) Trac Rates Constraints in Practice

There is an apparent inconsistency between the batching sategy on the one hand, and
the need to respect the tra c rate equation (4.7) on the other hand. Indeed, the latter
dictates that messages should be randomly selected from plso whilst the former requires
that, at each round, the batch of selected messages ful Il again constraints. To resolve
this, we relax the constraints on the tra c rates, conserve the random sampling from
pools, but apply a post-processing to the obtained batches.

In practice, a nodeX can ensure the tra c rate equation at each roundin the following
way. At the beginning of each round, X counts the number of real and dummy link
messages received during the last round, and deducégg , and IJLijm for each neighbor
Y;. It processes the messages according to the protocol, pdsisi placing in its neighbors'
pools new real messages to end-send or relay. At the end of threund, from |5 and
min (Iqum), X can deduce the set of solutions to the tra c rates equation, where Oyeg
and min (Ogum ) are considered as variables, denotedt and y. The set of solutions is
S=f(XY)jYy2[0lieal; X2 [lrea Y;lrea + Min(lqum)]g. Then, X samples a batch
of messages from the neighbor pools. If the sampled batchesrtain a number of real
and dummy messages that tinto S, then X can safely send them. Otherwise, we resort
to a post-processing of the batches. We distinguish two case (i) either Ogy iS to0
high to t into any of the solutions in S (meaning X is trying to send too many real
messages), (ii) eitherOseq Or min (Ogym ) are too low.

In case (i), to decreaseO,q, X chooses a real message at random from the batches,
replaces it by a dummy message, and repeats the process untile batches t into the
solutions. In case (ii), the situation is not so simple. The émplest approach would be
to either increase O,y by taking other real messages from the pools, or to increase
min (O4um) by adding in the batches one additional dummy message for eh neighbor.
The latter case is to be avoided, for a reason already discued: a node that sends many
(dummy) messages in a round is easily detected by the adversaas a node that (end-
Jreceives many messages. We also reject the approach of augniing Oyeg by manually
selecting real messages in the pools, for several reasonkiststrongly tampers with the
probabilistic nature of the random batch sampling mechanisn, it implies that a node
can be easily forced to send out all its real messages storedl its pools (a neighbor only
needs to send many real messages to it in one round), and it siply fails when there are
no more real messages in the pools.

In order to address case (ii) properly, we choose to relax théra c rates constraints
on several rounds, and to usend-to-end dummy messagefi.e. payload messages that
encrypt only an e2e-dummyag) as a last resort. That is, to allow a node to handle a
sudden surge in incoming tra c (a high 1.y Vvalue), when case (ii) appears, a node is
allowed not to respect the tra c rate equation straight away. Instead, i t can postpone
the resolution of these constraints to a latter roundr + r, for some parameter r. For
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that, it keeps track of unresolved constraints for the last r past rounds. In most cases,
since all end-senders respect eg4(7) and thus send their messages at rather low rates, a
high 1 ,eq Vvalue in round r is likely to be naturally absorbedover r rounds. When that
is not the case,i.e. when the constraint from round r r is still unresolved, we resort
to end-to-end dummy messagesThat is, X replaces dummy messages in the batches
with end-to-end dummy ones, that look like real messages toX 's neighbors and more
generally, to all nodes except its end-receiver.X sets the cid value of an end-to-end
dummy message to that of a random next hop in its routing table e ectively meaning
that X chooses a random end-receiver for that end-to-end dummy meage.

4.4.2.d) Concluding Remarks

The proposed approach ensures TAR, SA, and RA in our adversg model. While
message ordering alone is su cient to ensure TAR, it is all three tools together (the
dummy messages, the tra c rates, and the message re-orderiy) that protect SA and
RA. Indeed, the message re-ordering system, as proposed ihis thesis, mixes together
end-sent and relayed messages. It is the advantage obtainddom the adaptation of
mixnet techniques into a homogeneous network architecturgbringing uncertainty to the
adversary when trying to perform advanced tra ¢ analysis based on ow ngerprints
(as described in Chapter3). This element of design, to the best of our knowledge, is
not present in the literature. In comparison, the Tarzan protocol [FM02] does not use
message re-ordering. The thorough analysis conducted in 8&@on 4.4.1 also shows that,
contrarily to our protocol, Tarzan's dummy messages and trac rates policy fails to
ensure SA against acollusion of corrupted neighbors

However, the provided security comes at a great cost in termof delivery latency.
This cost is measured in Chapter6. Also, as the authors of Tarzan note, having nodes
wait for dummy messages from neighbors facilitates DoS atteks: it is su cient for one
corrupted neighbor of X to refrain from sending any dummy messages to greatly limit he
end-sending rate ofX . This is however an active attack, not included in the adversry
model. It is also easily detectable, and the misbehaving noal can be discarded from the
network.

4.5. Constructing the Routes

So far, we have presented routing tables, how they are used,nd how the message
forwarding mechanism is designed. It remains to explain howhe nodes actually acquire
the necessary information to Il their routing table, such as the pseudonyms and thecone
ciphertexts. This section bridges that gap, by fully presening the topology dissemination
phase, in which nodes makeoute proposalsto learn about each other, build circuits, and
compute pseudonyms.

This section abstractly de nes how topology disseminationis carried out in the pro-
posed protocol. In a second time, it presents the constructin of pseudonyms and the
route proposal mechanism in detail. Finally, it discusses theroute proposal policy, which
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determines which routes are built among all the possible pdts in the network, and
according to which characteristics.

4.5.1. ldeas and Aim of Topology Dissemination

The topology dissemination in the proposed protocol is quie standard in essence, since
it is essentially a gossipprotocol, in which each node exchanges information about th
network with its neighbors. It begins at network startup, wh ere each nodeX has only a
view of its direct neighborhood, and ends when each node leaed about all other nodes
in the network. More exactly, during topology dissemination, long-lived circuits are built
starting from the end-receivers, and are extended towardstte edges of the network. This
methodology contrasts with the standard sender-initiated circuits commonly found in
anonymous protocols such as Tor[PMS04] or Tarzan [FM02]. In the present protocol,
we use static circuits shared by several nodes,e. each node in the circuit (except the
end-receiver) is potentially an end-sender, and also a rejafor the upstream nodes in
the circuit. However, a given nodeX that is part of some circuit ¢ does not know the
identities of the other nodes that are in ¢, except for its previous and next hop (even if
X is the end-receiver itself).

However, one main di erence between this protocol and a stadard network discovery
protocol lies in the fact that nodes do not actually learn the IP address of hodes more
than one hop away from them; instead, they learn a pseudonymAlso, for privacy to hold,
most of the information usually exchanged during a standardnetwork discovery protocol
(such as the exact length of a route) is concealed to nodes. Toompute pseudonyms,
nodes share their knowledge of the network with other nodesmdy one route at a time
(rather than exchanging e.g. a list of reachable IP addresses along with a hop count
metric as in RIP). More exactly, we say that a node actually proposesto its neighbors
to relay their messages towards some anonymous end-recaiyby extending an already
existing circuit by one hop. Thus, route proposalsare the atomic information exchange
operation at the heart of the topology dissemination.

4.5.1.a) De nition of Route Proposals

The main goal of a route proposal is tocreate and extend routesthus allowing nodes to
learn about (the pseudonyms of) other nodes in the network, bong with all the necessary
information to end-send and relay payload messages towardhem.

De nition 17 (Route Proposal, Proposer, Proposee). Nodes build and extend
routes via route proposals The notation REX$ Y! R) denotes aroute proposal by node
Y (the propose), to its neighbor X (the propose¢, towards end-receiver R, meaning
that Y oers X to relay its messages towardf.

In practice, a route proposal consists in a short interactim between the proposer, the
proposee, and the end-receiver, that consists in the exchge of routing messages At
the outcome of this interaction, the route is extended by onehop: Y notes in its routing
tables that it must relay X's messages towardR (by adding X and a circuit identi er
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cid asprevious hopin the adequate entry); and X creates a new entry in its routing table,
with Y and the samecid as next hop. Additionally, the proposee learns the pseudony
P Sx, r that it is going to use to designate the end-receiver (but notits identity or IP
address), and an encryption of one, denotedonex | r, Under the appropriate public key(s)
in order to encrypt and re-encrypt messages foR.

It is necessary to involve the end-receiver in the process abute proposals, in order
to compute the pseudonym. Indeed, if a given propose&X gets two dierent route
proposals towards the same end-receiveR in two di erent moments of the lifetime of
the network, it must get the same pseudonymP Sx, r. This allows X to know the
number of routes it has towards the same end-receiver, and téater contact R as an
end-sender. A consequence of the need to solicit the end-mdger in a route proposal
is that routing messages must be relayed (back and forth) ovethe route between the
proposer and the end-receiver: aeturn trip is necessary. This is performed by using
circuits in a reverse fashion, similarly to how Tor routes the answers of receivers back to
users. Note however that the proposer and proposee of any retel proposal are always
neighbors.

At the initialisation of the network, or upon joining it, eac h node knows only one
route and one end-receiver: itself. Thus, the rst action that a node R performs in the
network is a self-proposal After this self-proposal, one route is created betweerR and
each of its neighbors (routes of length one). Then, its neighors relay this proposal, thus
extending the routes, and makingR known (under its di erent pseudonyms) by more
nodes. Then, the 2-hop neighbors oR relay it, etc. A route proposal is relayed in this
way, and propagates fromR to the edge of the network.

De nition 18 (Self-Proposal, Relayed Proposal). A self-proposalREX $ R! R) is
a route proposal in which the end-receiver is also theproposer. A relayed proposalis
de ned as any route proposal that is not aself-proposal

Of course, proposees are allowed to decide whether thegccept or refuse route pro-
posals, based on several characteristice(g. the number of routes it already knows). If
they refuse it, the circuit is not extended. Similarly, when a proposee accepts a route
proposal, it can choose to relay it to its own neighbors or not These decisions of nod&
depend on various pieces of information, and are captured byhe route proposal policy

De nition 19 (Route Propocal Policy). Proposees make the decision taccept or
refuse a route proposal, and to relay it further or not, according to the route proposal
policy. This term encompasses both the information that the propae has access to, and
the (probabilistic) decision process that takes place badeon this information.

It is the route proposal policy that determines when the propagation of route proposal
stops, i.e. when the network reaches a stable state, and no more route angroposed. A
sound route proposal policy must make sure that this happensnly after all nodes learn
about each other. The route proposal policy is discussed in ore details in Section4.5.4
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4.5.1.b) Privacy Properties of Route Proposal

Aside from these functional goals, the mechanism of route mposal must refrain from
providing the adversary with elements allowing her to ultimately break SA, RA, or SU,
or MU. More exactly, although these anonymity properties must be ensured for actual
communications (i.e. for payload messages), it is still necessary to ensure somerin of
privacy for route proposals as well {.e. for routing messages). Indeed, if the building of
circuits was completely open and observable by the adversgrthen this would give her
a considerable advantage to later breach the privacy of commmications.

As such, the route proposal mechanism must ensure the follawg properties against
the considered adversary:

Route Proposal Homogeneity: A self-proposal REX $ R! R) and a relayed pro-
posal REX$ Y! R) towards the same end-receivelR must be indistinguishable,
except for the proposer and the end-receiver.

Route Proposal Indistinguishability: A route proposalREX $ Y! R) towards end-
receiver R must be indistinguishable from a route proposalREX $ Y! RY towards
a di erent end-receiver R® except for the end-receiver itself.

Propagation Untraceability: Route proposalsREX s Y! R) and REX% Y2 R) to-
wards the same end-receiveR, appearing at di erent places and/or times in the
network, must be unlinkable.

Return Trip Untraceability: Link messages involved in a given route proposal must
be unlinkable, in the sense of MU-tracing.

The rst property ensures that proposees receiving a route poposal can not conclude
whether the proposer is the end-receiver or not. If that werethe case, RA would be
directly broken: neighbors of R (who know its IP address) would know which circuits,
and which messages, are owing toward€R. The second property is complementary. It
ensures thatrelayed route proposals do not leak information on the IP address or eal-
world identity of the end-receiver it relates to. The third m eans that it is impossible to
follow the propagation of the route proposals related to a paticular end-receiver, and
thus from inferring the routes built. The last one simply requires messages involved in
the round trip from proposer to end-receiver (in the case of arelayed proposal) to be
untraceable, in the same idea as MU-tracing for payload mesgjes. This is also to avoid
the created routes from being observable.

All four are de ned w.r.t. the bit pattern of link messages (and the cryptographic
material they carry) involved in route proposals. That is, these properties are formulated
independently from TAR, in the same way as MU in Section1.4.1, and for similar reasons
(i.e. the impossibility to prove these properties in presence ofra ¢ analysis attacks, as
further discussed in Chapter5).

4.5.2. Pseudonyms: Form and Computation

Pseudonyms, in order to be meaningful, must ensure certain qoperties. They must be
secure abstractly meaning that they conceal the real-world identity of the end-receiver
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they designate. Also, every timeX receives a route proposal toward®k, X should obtain
the same pseudonymP Sy, r. This last point calls for a deterministic computation of
P Sx, r, from values specic toR and X.

In practice, the pseudonym of nodeX towards end-receiverR is de ned as follows:

PSx r= h(dStRser) (49)

Where h: G !f 0;1¢" is the SHA-3 hash function, the termsdstg 2 G and srcx 2 Zq
are values generated by (and secret toR and X respectively, andG is the same group
used in the Elgamal scheme. More exactly, for any given nod&, srcx and dstx are
long-lived values, that can be regarded as itddenti ers as end-sender and end-receiver
in the network.

This way of computing pseudonyms achieves the following secity properties: (i) for
R%6 R, PSx, ro 6 P Sy, r with high probability (preventing X from mistaking an end-
receiver for another); (ii) it is not possible for X to recover dstg from P Sy, r (which
would ultimately allow X to impersonate R); and (iii) for two nodes X and X9 it is
impossible to know that PSyx, r and PSxo r actually designate the same node, and
thus impossible to reduce relationship pseudonyms to simgl pseudonyms. Respectively
denoted uniqueness one-wayness and indistinguishability , these properties are formally
de ned and proved in Chapter 5. They mainly rely on the properties of the hash function
used, i.e. that SHA-3 can be used to produce outputs indistinguishablefrom a truly
random function. Additionally, note that, because this way of computing pseudonyms
does not rely on the end-receiver's IP address or real-worlddentity, it is impossible for
nodes to make the link between pseudonyms and real-world ighities.

The computation of P Sy, r during a route proposal consists in a three-messaggse-
cure multi-party computation (SMPC) protocol betweenX and R. During the process,
however, X does not learndstg and R does not learnsrcy . For that, the homomorphic
properties of the Elgamal ciphertext are leveraged. All netvork considerations left aside,
if there exists a direct and secure communication channel leween X and R, this is real-
ized by the sub-protocol depicted in Fig. 4.5, using the ScExpoperation of the Elgamal
scheme.

Intuitively, this short SMPC protocol is secure(meaning that srcx and dstg stay secret
to their respective owner) by the IND-CPA property of the Elg amal scheme. Chapters
provides a formal proof. Its actual realisation inside the network, and in particular,
when X and R are not neighbors, is described in the next section.

4.5.3. Route Proposals in Details

This section details the functioning of route proposals, bginning with self-proposals,
and then describing relayed ones. It also shows how the SMPCrptocol from Fig. 4.5
can be ported into the network, and nally shows how the route proposal mechanism
ful lls the properties listed in Section 4.5.1 For simplicity, the details on the decision
of accepting and refusing route proposals are only treatedni the next section.
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R X
Input: dstgr Input: srcx
¢ Endpkg;dstg)

¢ Endpkgr;1) C1; ¢

¢ ReEngepk(C2; SCEX{Cy; srex )

¢ = Enqpkg ; dstg 5% )

PSx: r = h(Deqskg; C)) PSxi r

Figure 4.5. Two-party Computation of P Sy, r

4.5.3.a) Self-Proposals

When R self-proposes, it sends a link message to all its neighborsEach of them an-
swers, since they can not know from this rst message whethethey need this route or
not. Thus, a self-proposalRRX $ R! R) takes place betweerR and each of its neighbors
X . Concretely, a route proposalRRX $ R! R) for one particular X consists in a three
message exchange, depicted in Figl.6. It realises the SMPC from Fig. 4.5, with the fol-
lowing di erences: it uses well-formed link messages (wittan encrypted ag rtprop and
a circuit identi er cid), it introduces a key pk;mp, the pseudonymP Sy, r is encrypted
in the last message, and there are two additional Elgamal cipertexts Endpkg; pkg(mp)
and Enc(pkg(mp ;1). The ag informs the correspondents that this link messag relates
to a route proposal. The cid is randomly chosen byR among circuit identi ers not
already in use betweerR and X (note that a di erent cid can be chosen for each neigh-
bor). This term identi es both the newly-formed link, and th e ongoing route proposal.
The ag and the cid value are encrypted with the keyskyxr and krx , generated from
the initial DHKA performed at network setup. Then, because R can not simply send
P Sx: r in the clear over the network in the last message, and becaude does not know
X's public key, a key pk§(mp is introduced . This is a temporary public key, generated
by X speci cally for this route proposal. In the second messageX sends it encrypted
under pkr (using PlainMult(c;; pk§<mIO )) . R subsequently answers with an encryption of
PSx, r under pk;mp. For reasons that will become clear with the explanation of elayed
proposals,R also sends an encryption of one undepk;mp.

At the outcome of the route proposal, if X accepts the route, the following entry is
created in X 's routing table, where the ciphertexts ¢; and ¢, are denoted bycoropx 1 g @and
Conex 1 R, t0 mark the fact that those are ciphertexts used by X w.r.t. a route towards
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my : frtprop kcidg, F

o) gy

1 C2
mz : frtprop kcidg,, . Fndka;{gstRsrcxg Enc(ka;pk;mp)

C
ms : friprop keidgy,, — Endpki™;PSci ) Endpky™;1)
PS

Figure 4.6. Messages Involved in a Self-ProposaRRX $ R! R)

R.
Prev. hop PS Cone Cprop Next Hop
; PSx: r | Endpkgr;1) | Endpkg; dstr) R; cid
| £ S £ 3
Conex | R Cpropyx | R

X does not tell R whether it accepts the route or not. Therefore, R always adds
(X;cid) as previous hop in its routing entry corresponding to itsef. If necessary,R can
discard this previous hop if it stays unused for a long periodof time.

4.5.3.b) Relayed Proposal

Once X has accepted a proposal, it may relay it (according to the rote proposal policy).
Assume that X does so. It thus now assumes the role gfroposer. Node X begins by
sending a link message to all its neighbors. LeX %be one of these neighbors. The relayed
proposal RRX % X! R) is carried out similarly to a self-proposal, the main di er ence
being that the interaction between proposeeX ? and end-receiverR must be relayed
back and forth by X (and, more generally, by every node between proposer and end
receiver). Also, the ciphertexts are now encrypted under groduct of public keys, that
are accumulated or removed during the return trip.

The proposal by X of the route it just learned to one of its neighbors X ° consists in
the exchange depicted in Fig.4.7.

The rst di erence between a relayed proposal and a self-prposal is that X sends a
rst message with ciphertexts ¢? and c3 for dstr and 1 encrypted underpky.r = pky pkg.
The node X obtains these by running the KeyMult operation with sky on the ciphertexts
Crropx 1 R @Nd Conex | r learned during R's self-proposal. Additionally, X must re-encrypt
the ciphertexts so as to realisgropagation untraceability, i.e. so that (c;; c;) can not be
linked to (c¥; c9) (except by X itself obviously). To summarise:

c

0

.

KeyMult(sky ; ReEngopk(Conex 1 R; Coropx 1 R))
KeyMult(sky ; ReEngnpe(Conex 1 R))
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m;, : frtprop kcidogkXX o |En((pkﬁg ;dstR? Enc(pl{<x-R ;12
1 e
m, : frtprop kcidogkXOX lEn((pkx;R{;dstRsmxo? Endpkxr ; ka
0

C
m3 : friproprelay kcidkrcid g, . Enqpkg;dstr®°x°)  Enqpkg; pkt”.1p 0)
my : frtproprelay kcidkreid g, Endp me 0 IDS{Zol F}) Enc(pk;m)‘(’ 0 1)

ms : frtprop keid%g, Endpky e ,stzm 3) Endpky s ; 1)
mj
X% R (R
m5 %4

Figure 4.7. Messages Involved in a Relayed ProposaRRX % X' R)

The main characteristic of a relayed proposal is thereturn trip from X to R. In
the example, this return trip only takes two link messages (he third and fourth one in
Fig. 4.7), but in general, it takes 2l link messages, wheré is the number of hops (in
the topology graph) between the proposer and the end-rece@ér. The implementation of
the return trip while ensuring privacy poses two main challenges, that the exchange in
Fig. 4.7 solves.

(i) The need to use circuits in areverse way(with the fourth message).
Although using circuits in this fashion is trivial in e.g. Tor, where nodes have a
one-to-one mapping from previous to next hops, in the presdnprotocol, a node
may have several previous hops. And in particular, whenX makes a proposal, it
must concurrently handle one proposal towardsR for each of its neighbors. When
X receives the fourth message frorR, it thus needs areverse circuit identi er rcid
value to be able to know that the message relates to an ongoingroposal with X °
speci cally. This value is generated by X and repeated byR on the way back. In
the general case, when there aré hops between proposer and end-receiver, each
of the | relay nodes will independently generate its owrrcid value.

(i) The need to avoid the tracing of ciphertexts in the return trip (and in particular,

of the encrypted PSx, r on the way back from R to X9 so that return trip
untraceability holds.
For this, we again use URE and the technigue of encryption undr a product
of public keys. Note that on the way forward (from X9to R), ciphertexts are
encrypted under a product of public keys (here,pkx pkr) so that an adversary
controlling R and thus knowing skg can not trace them; while on the way back
it is to prevent tracing by X °that they are encrypted under a product of public
keys (here,pky™  pky®).
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In more detail, the cryptographic operations performed by X (and all relay nodes
on the return trip in the general case) are as follows. On the way forward, given
¢ = Endpkyr ; dstrS°x%) and ¢, := Endpkxr ; pkys),

(1) Generate (pky™;sky™®)  KeyGerl )

(2) Compute c(l) ReENgopk(Conex 1 r; Deq(sKx ; 1))

(3) Compute @ ReEngopk(Conex1 r; Deq(sky ; PlainMult(cy; pky™)))
Send the resulting ciphertext to R (as depicted in line 3 of Fig.4.7). On the way
back, givenc; = Endpky, o; P Sxa r) and ¢z := Endpkyy o 1),

(1) Compute i3  ReEngne(Dedsky™ ; c2))

(2) Compute @ ReEngopk(C2; Dea(sky™ ; ¢1))

Send the resulting ciphertext to X ° (as depicted in line 4 of Fig.4.7). Notice the

use oftemporary public keys: they accumulate in a ciphertext on the way forwad
with a PlainMult operation; R then usespky ™ pky's to encrypt P Syo gr; and on
the way back, relay nodes runDec with their temporary secret key, ensuring that

X 0 gets the ciphertext back encrypted solely undempky 't .

Ultimately, if X © accepts the route, X adds (X %cidY) as previous hop in its entry
towards R, and X ®adds the following entry to its routing table:

Prev. hop PS Cone Cprop Next Hop
; PSxa r | Endpkxir ;1) | Endpkxr ;dstg) | X;cid
[ Z P Z i
Coney 01 R cpropy 0 g

4.5.3.c) Security of Route Proposals Against Tra ¢ Analysis

In the described route proposal mechanismyoute proposal homogeneity route proposal
indistinguishability, propagation untraceability, and return trip untraceability are ful-
lled. Propagation and return trip untraceability have alr eady been discussed extensively.
Route proposal homogeneity is ensured since, from the poinbf view of the proposer,
the exact same cryptographic material and link messages argent and received. Route
proposal indistinguishability is also ensured, because byhe security properties of the
Elgamal scheme, the proposer and proposee get no informatioon R. In particular, note
that, when X relays the proposal in Fig. 4.7, although it knows that R is the next hop,
it can not be sure that it is the end-receiver. Lastly all four properties hold against
a global network observer, intuitively because, all an obseer sees are link messages
carrying random-looking data.

All these claims are formally proven in Chapter 5. That is, it is shown that these
four properties are ensuredcryptographically, in accordance with their de nition in Sec-
tion 4.5.1.b. However, without any additional protection, they clearly do not hold under
tra ¢ analysis attacks. In particular, a self-proposal can be distinguished from a relayed
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one since it has no return trip and thus takes much less time. ldre, we brie y give addi-
tional measures to thwart tra ¢ analysis attacks aimed at do wngrading the security of
route proposals. These measures are howevapt included in formal proofs for reasons
exposed in the next chapter.

To prevent tra ¢ analysis attacks on the return trips, we act ually include routing
messages in the message re-ordering mechanism presentedSection 4.4.2 Meaning
that all messages thatX wants to send as part of a route proposals are not simply sent
to neighbors, but placed in its pools along with dummy and payoad messages. As a
result, payload and routing messages are mixed together (i is possible since, by design,
they are of the exact same form). This makes actual communid#ons indistinguishable
from route proposals for network observers, and also has thadvantage of providing
nodes with further cover trac. On the downside, this means that the completion of
topology dissemination (.e. making each node learn about each other) can take very
long. This is however the price to pay: intuitively, the topology dissemination has to be
slow in order for it to be stealthy and avoid being subject to trac analysis attacks.

Applying message-reordering on route proposal messagesntobutes directly to pro-
tecting return trip untraceability, but it also helps thwar t basic timing analysis attacks
on route proposal homogeneity, since it introduces latencyin the return trip. Analo-
gously, this helps regarding route proposal indistinguishability, in the sense that it does
not let the adversary easily distinguish two relayed route poposals based on her esti-
mated distance to di erent end-receivers (in terms of hops) Lastly, it helps regarding
propagation untraceability. Indeed, when a node decides taelay a proposal, it places
the adequate link messages in its pools, and the batching sitegy delays the actual
relaying for some time (and a di erent time for each neighbor).

Lastly, there is a particular threat to route proposal homogeneity: if a node X joins
a network where topology dissemination has already been copteted, it will begin by
self-proposing, and be trivially detected by its neighbors Since these neighbors see the
IP address of X, and know that it is the end-receiver, they ultimately break RA. This
phenomenon also appears in the Crowds protocoRR98], and can be solved in a similar
manner, by having all or a subset of nodes arounX also begin a new cycle of route
proposals under a new identity (with a new dst value). This allows the newcomer to
blend in this subset.

4.5.4. The Route Proposal Policy: Accepting or Refusing the Routes

In traditional routing protocols, nodes often learn severd possible routes to every other
node, but select only one or a few of theme.g. based on performance metrics such as
the length of the route, or the bandwidth it o ers. Nodes also are careful not to create
routing loops, in which a message could get stuck, inde nitdy going in circle through
the same set of nodes. In the present protocol, this is the rel of the route proposal
policy.

This work does not propose a concrete policy. But the presensection discusses how
information and metrics on the routes may be communicated tothe proposee, and how
based on these information, it can decide to accept or refusa proposal, and relay it or
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not.

Note that we do not undermine the importance of the route proposal policy, which
is essential to ensure that topology dissemination does nattop before every node learn
about every other. It also plays an important role in the secuity of the protocol. First
because it must avoid revealing too much information on ciraits so as not to breach
privacy properties. Secondly, it must not be simplistic: in particular, deterministic
policies must be avoided, because given a topology graph, ¢y will always yield the
same circuits. Lastly, because in terms of privacy, some rdes are preferable to others:
shortest paths may make the network more e cient, but are easy to infer for anyone
aware of (portions of) the topology graph.

4.5.4.a) Decision Process

The described protocol already provides nodes with one basipiece of information: by

the properties of pseudonyms, nodes can count the routes tlyehave towards a given

(anonymous) end-receiver. The policy can dictate that a no@& should not have more
than e.g. three routes towards the same end-receiver. A proposee wallthus refuse

a route proposal towards a pseudonym for which it has alreadyb routing table entries.

However, recall that proposees only geP Sy, r at the very end of the route proposal.
It can thus make its choice onlya posteriori. After the accept/refuse decision, the policy

should also say whether the node should relay the proposal. His can be based on a
simple coin ip, or on the number of recently received proposl for a given end-receiver
for instance.

To communicate other information about the route, the sub-protocol corresponding to
route proposal must be extended: additional messages musg&xsent, to carry information
on the circuits. To minimize the information leak on routes, we employ the following
measures: this information is concealed in Elgamal ciphegxts, homomorphic operations
are used to process it, and eventually, a proposee only obtas a yes/no answer on
whether it should accept the route, and another on whether itshould relay it or not.
This approach makes it possible to let the proposee choosesibwn route-selection criteria,
and yet reveals only two bits of information. In practice, this approach is realised by
designing a speci cSMPC protocol between proposee and end-receiver for each type of
information to be communicated on circuits.

4.5.4.b) Privately Communicating Information on Routes

Before giving a generic methodology for taking into accountany metric or information
about the route, we give a concrete example of SMPC focused ahe hop count metric.
The most basic metric characterising a route is its lengthl, and routing protocols
must limit it to some number I Of hops. We show how to extend route proposals
with additional messages in order to allow proposees to obia a boolean indicating if
the route is longer than |,ax or not. This corresponds to a private range test protocol,
for which SMPC constructions already exist Pen+06]. Hereby, we propose a basic
construction that integrates well with route proposals. First of all, when R self-proposes,
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it communicates a ciphertextc = Endpkg; g*) (since at that time, the route is only one-
hop long). This ciphertext is meant to be treated similarly t 0 Cone and Corop, i.€. encrypted
under the product of all relay nodes' keys, re-encrypted, ad included in all relayed
versions of the proposal. Additionally, a node that relays aproposal performsc® =
PlainMult(c; g) = Endg'*!) in order to update the route length. In the general case, a
proposeeX receiving a proposal fromY towards R receivesc: = Endpky::::r; 1), which
it uses in the following way to know if | > | o, for a value of Imax publicly xed.
X begins by computing CtxtMult (Endpky g Imax ); & 1) = Endpky::r; g™ ). This

latter ciphertext is sent back to R along with the ciphertext for dstg®°* . R then receives
the ciphertext, can decrypt it, and gets g™ ', It answers with ¢,  Eng(pk™; gP),
whereb =1 if gmx ' 2 ¢0%gmx 1 and b= 0 otherwise. The ciphertext c, travel
back to X similarly to the one encrypting PSx, r. X can decrypt it, and accepts the
route only if g° = g.

This small protocol reveals only one bit of information to X, but possibly leaks to
R the exact distance of the proposee. This is deemed acceptahlbecause circuits do
not correspond to a unique end-sender: payload message raes by R incoming on a
particular circuit may have been end-sent by any of the nodesn the circuit.

More generally, any metric or information can be communicatd to the proposee fol-
lowing the same ideas as in the hop count example: an initial alue is encrypted and
included in self-proposals, the information is then (homonorphically) accumulated as
route proposals propagate, proposees homomorphically poess ciphertexts, and obtain
a simpleyes/no answer by collaborating with the end-receiverR (the only party able to
fully decrypt and get the piece of information). There is often the choice between using
a very e cient SMPC protocol that leaks information to R (but not to X), and using
a more complex one that ensures that bothX and R learn only one bit of information.
For better privacy, the latter approach should be favored.

The more complex the route proposal policy is, the more it cos in terms of number
of transmitted messages on the return trip between proposeand end-receiver. Indeed,
each piece of information must be included in a di erent ciphertext in the initial message
of route proposals. However, note thatX can sometimes reduce all these ciphertext to
one unique ciphertext encryptingg® before sending it toR, by homomorphically applying
an adequate boolean formula. If not, this can be done byR, saving at least bandwidth
for the way back of the return trip.

4.5.4.c) Routing Loops

An important component of a routing protocol is the prevention of routing loops in
the forwarding process. However, to the best of our knowledg there is no existing
privacy-preserving solution to test the presence of loops @plicable to the present pro-
tocol. Indeed, the data structure to store information on nodes that are already on the
route must: (i) be of constant size (to avoid leaking the lengh of the route), (ii) t

into one or a few Elgamal ciphertexts, and (iii) be manipulabe through homomorphic
operations (so as to insert an element in the structure, and ¢st membership). Previous
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works [Don+09; Boc+12] proposed the use of a bloom lter. However, this structure @n
not be manipulated by homomorphic operation unless its bitsare encrypted separately.
The same goes with the use of polynomials to represent set opgions [KS05]: their
coe cient must be separately encrypted, yielding too many ciphertexts to handle in a
route proposal. More generally, and to our knowledge, no sut(e cient) data structure
exists and no existing SMPC protocol can appropriately preent the formation of routing
loop.

However, this is actually not an issue in the present protocb Indeed, by the way
routing tables are constructed and used, messages can not lseuck inde nitely in a loop.
That is, a circuit may indeed go twice through a same node, buteven so, messages do
not get stuck in an in nite loop, thanks to the unidirectiona | use of circuits. We choose
to tolerate such loops. Although they clearly impacts e cie ncy, they also brings more
privacy, at least compared to a route proposal policy that bulds shortest routes.

4.6. Oriented Communications: Alice Contacts Bob

This section presents the nal building block of the protocoal, that enables what is called
oriented communication. It can be seen as an extension of the protocol, since the lat-
ter can fully function without this nal block. Indeed, give n what has already been
presented, nodes can communicate with anonymous end-regers that they know under
their pseudonyms. This is su cient for applications in whic h individuals simply look
for a communication partner, but not for one in particular (in an online game, or a
le-sharing application for instance). It is also su cient for a use of the network in a
Tor fashion with some nodes acting aexit nodes The latter application however implies
a client-server architecture in which RA can not be ensured &nd also necessitate®xit
policies preventing misuse of the anonymity provided by the network, which is an issue
in itself).

Still, in view of the informant-journalist scenario, the fu nctionality provided by the
protocol is not su cient: an informant Alice must be able to o pen a bi-directional
communication channel with a specic journalist Bob of its choice (while remaining
anonymous to Bob). This mode of communication is hereby ca#id oriented. As they
are, routing tables do not contain information that could help Alice in this endeavor.
This section lIs that gap. It also analyses the SA, RA, SU, MU and TAR properties
w.r.t. oriented communication sessions, showing that themformant and journalist obtain
the desired anonymity.

4.6.1. Intuition

What oriented communications must essentially achieve is® translate Bob into Bob's

pseudonym(s) in the network. The simplest solution would befor Bob to publish its
(possibly certi ed) anonymous receiver identity, dstg. With this, Alice can compute
PSar g = h(dstg5®#) and contact Bob. This however consists in a breach of RA: evg
node X, when sending or relaying a message toward3Sy, g, will know that the message
is directed to Bob. A slightly better solution would be to communicate dstg only to
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Alice. In this case, only Alice breaks RA towards Bob. Still, we reject this solution
for the infringement to privacy it implies. Instead, we propose a solution based on the
use of anindirection node |, a regular network node (not necessarily trusted), making
the junction between Alice and Bob. This approach, somewhatinspired from rendez-
vous points in past works (including Tor) [ DMS04; Nez+09], tilts the privacy/e ciency
trade-o in favor of privacy.

The solution relies on asecret sharing scheme applied to Bob'sdstg value. In the
class of secret sharing schemes of interest her8Ha79, a secret valuev is split into two
shares Given one share, nothing can be learned about the secret, bwith two shares,
that value can be recovered. Here, Bob gives one share détg to |, and the other to
Alice. Through yet another SMPC protocol, Alice and | compute PS,, g, allowing |
to nd a route towards Bob. Alice then routes each payload mesage meant for Bob
towards |, which then forwards it on one of its routes towardsP S, gop. AS a result,
Alice knows the real-world identity of Bob (but not P Spjice: 8), and | knows P S, g
(but not Bob's real-world identity). That is, the knowledge is divided, and no one party
can make the connection between real-world and anonymous ieork identities. The
solution additionally requires a setup step, during which Alice and Bob exchange some
information. That is, Bob must communicate the shares to Alice in some way, one of
which is encrypted so that only | can access it.

An implication of the proposed solution is that two levels of routing, and two kinds
of routes appear: thesimple routes built during topology dissemination, and the full
oriented communication routes, consisting of two simple raites, respectively denoted the
rst and second leg This also means that there are two levels of SA and RA. So far,
the described protocol provides SA and RA for end-senders @ahend-receivers ofsimple
routes. However, the ultimate goal of the protocol is to provide SA aad RA for end
communicants of oriented communication sessions. We willee that privacy of simple
routes realises privacy of the oriented communication roues.

4.6.2. Detailed Description

Hereby, Alice and Bob are assumed to respectively run nodé and B in the network.
Bob constructs the two shares ofdstg by sampling the rst share sh; $G, and setting
the second share tesh, = dstg=sh; 2 G. One share reveals nothing ordstg, sinceG is
cyclic, and fori = 1 or 2, fe shjje2 Gg= G, meaning that, given a sharesh;, dstg
could still be any element of G.

The choice of | must be made by Alice. It can not be made by Bob, since Bob
would consequently be unable to communicate the identity ofl to Alice, because of
the indistinguishability of pseudonyms. Alice choose$ by selecting a random entry
Ear | = hPrevHoOpPS; P Say | Conear |;Coropar | ; NextHopi in her routing table. Note
that Alice choses the indirection node, but actually does no know its identity or IP
address.

Alice and Bob then make contact in some way. Alice gives Conepr | t0 Bob, who
answers with shy and EnG,gpk(Conear 1;8h2) = ENdpkz,.z,:::1 ;sho) (Where Z1;Z5;:::

are the relay nodes between Alice and nodé). Additionally, Alice must communicate
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an oriented communication identi er ocomid, and shared keyk to Bob (the latter will
be used to conceal the payload data from the nodg). This preliminary exchange can be
performed outside of network as proposed in the existing protocols such as MIAB and
Pung [IKV13; AS16. Butit can also be performed byexceptionally using the anonymous
network in a client-server fashion, for Alice to contact sone (web) server publicly known
to be run by Bob. The advantage of the latter option is that the anonymous network
ensures Alice's privacy even for this preliminary exchanggbut reveals that someone
wants to contact Bob.

Regardless of the method used for the interaction between Ade and Bob, once Alice
has sh; and Endpk:..;| ; shy), she can engage in a SMPC protocol withl, denoted the
oriented communication initialisation . The goal in this interaction is for | to obtain
PS;, g. In the process, neither Alice norl learns dstg as long as they do not collude.
The SMPC is run inside the network. In particular, Alice and | communicate using the
circuits built during topology dissemination. That is, Ali ce sends end-to-engayload
messages in order to contac . However, for | to answer, simple payload messages
are not sucient: | does not know route towards Alice, nor her pseudonymPS;, a.
Therefore we use a construction similar to thereturn trip in route proposals, with reverse
circuit identi ers rcid. That is, | can answer through thereverse routethat Alice uses.

We in fact decide to re-use thertproprelay routing messages in exactly the same
way as in route proposals. This makes the oriented communidin initialisation look
like a return trip part of a route proposal, and makes oriented communications harder
to detect. Figure 4.8 depicts how this is achieved. The rst part presents the seqence
of end-to-end messages that realise the oriented communitian initialisation (where |
obtains P S, g), and the second part is the actual sending of payload datan, owing
from Alice to | and then from | to Bob. For conciseness and clarity, many details are
omitted. Although Alice and | are not necessarily neighbors, the role of relay nodes
between them is not represented; cryptographic operationgarried out by Alice and |
are referenced by markers and described below the gure; anthessages are given with
a generic end-to-end message notatioftype ; Enddata;); Enddatay)i, where type 2
f payload; rtproprelay g. The ciphertexts in these messages implicitly undergo theame
processing as described earlier in this chapter (see Seatiat.3.2 for payload messages,
and Section4.5.3.b for rtproprelay ones).

The initialisation of an oriented communication thus requires nine end-to-end messages
in the network, and the sending of each payloadm; requires two end-to-end messages
each. Notice how, in each end-to-end messages, the two Elgairciphertexts Enddatay);
Enq datay) are put to use. All messages sent by Alice consist of a rst gihertext contain-
ing control data (the ocomid and a counter), allowing | to link and re-order messages
(indeed, messages are expected to arrive out of order, by thmessage re-ordering mecha-
nism); and only the second ciphertext carries data directlyuseful to the computation of
PS: g. Likewise, becausd can only answer Alice using thereverse route it can send
only one useful ciphertext at a time: it must answer with rtproprelay messages, and
such messages must contain an encryption of one in the secomghertext.

The operations carried out by nodes at markers (1), (2), (3),and (4) in Fig. 4.8 are
as follows, knowing that Alice starts with shy, Csp, = Endpkz,:z,:::1 ; Shy):
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(1) mg : payload; Enq oconkocomidkO); Endpk“°™)
mj : payload; Enq oconkocomidkl); Csh,
mo : payload; Engoconkocomidk?2); Endcsh, [0])
ms : payload; Enq oconkocomidk3); Endcsh, [1])
ms:  rtproprelay (rcid); Engoconkocomidk4):; Endpky™®)
ms:  rtproprelay (rcid9; Engoconkocomidk5); Ena(pky™)

2) Mme : rtproprelay (rcid); Endc[0]); Endq1l)
my : rtproprelay  (rcid%; Endc[1]); Enql)

®) mg : payload; Eng oconkocomidk8); EndPS g)

Initialisation

Payload sending

) Mg+ . payload; Engoconkocomidk8 + i); Endfm;g,)
md,; : payload; Engoconkocomidk8 + i); Endf m; g,)

T ’gf(\%"‘g\ (4) mo " - e

Q) Rt i
Figure 4.8. Messages Involved in an Oriented Communicatio Initialisation

(1) Alice generates pk3%™;skq®™M)  KeyGerfl ) and (pka®;ski™®)  KeyGerfl ).
She encrypts all plaintexts, including pk3°°™ and pky™ , using the Encopk(Conear 1 ;
) operation, as any plaintext meant to be sent towardsl|. Note that cgy, already
encrypts sh, under the adequate (product of) public key(s), and can be senas is
(after a re-encryption). Then, Alice doubly encryptthe other sharesh;: once under
pk“°™ (to prevent | from learning it), and once again to be sent in the circuit.
That is, Alice computes Cgp, Endpk“°™; sh1). An Elgamal ciphertext being
made of two group elements, but only being able to encrypt onet a time, Alice
then separately encrypts the rst and second components o€s,, (noted csp, [O]and
Csh, [1]) using EnGiopk(Conear 1; ). All six messages are then senbn the same circuit
towards | .

(2) Having received pkg®™, pky™ ., ..., shp, and csn,, | computes:

(c[0]; c[1]) = ¢ ReEngk(pkR*®™; PlainMult(SCEX{{Csh, ; Src ); sh3©"))
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The nodel sends backc[0] and c[1] encrypted underpktA’?gl;zz;:: in two distinct
rtproprelay messages along the reverse route, as though those messagesvpart
of a route proposal return trip. This is why Alice must send two rtproprelay mes-
sages in the rst place: to give the opportunity to | to send back twortproprelay
messages, each containing a piece of

(3) Alice receives and decryptsc = ( c[0];c[1]) = Endpk3®™;dstg>'), hashes the
result to get PS;, g, and sends it back tol in a regular payload message, still
using the same circuit as before.

(4) Oncel knowsP S, g, Alice starts sending payload data, under the form of severk
jgi-bit chunks m; that t into Elgamal ciphertexts. These are encrypted rstw ith
k, the key shared between Alice and Bob (to conceal the payloadrom 1), and
then with EnGyopk(Conear 1; ), @and sent to | again with the same circuit.
When | receives a message with a counter greater to 8, it knows it isgyload data.
It selects an entry towards P S,, g in its routing table, and simply relays payload
messages tdB (all messages are sent on the same circuit t8).

The solution described here only allows to build a unidirectonal route from Alice to
Bob. To answer, Bob can however useeverse route on the whole route (from B back
to | back to A). We suggest, however, that this reverse route only be usedof Bob
to obtain shares of Alice'sdsty value, so that Bob can then make a separate oriented
communication initialisation. This ensures a clear separtion between Alice's messages,
and Bob's answers to them.

4.6.3. Analysis

The correctness of the SMPC is straightforward, sincesh®™"" sh$ = dstg "' . Cryp-
tographically speaking, security holds becauselstg is a generator of G (as any element
of G nflg), and assuming that Alice and | do not collude. More speci cally, by the
IND-CPA property of the Elgamal scheme, the security of the scret sharing, the DL
problem, | does not learn anything exceptPS;, g, and Alice can not recoverdstg nor
src,. The formal security proof can be found in Chapter5.

The oriented communication mechanism as a whole leaks almbgeo information to the
concerned parties (Alice, Bob, andl ), nor to observers and relay nodes. In particular,
Alice stays anonymous, even to Bob (though Bob is not anonymos to Alice, of course). |
only learns that someonewants to communicate with PS,, g. Relay nodes can not know
whether the rtproprelay messages correspond to a route proposal or to an oriented
communication initialisation (note that two dierent rcid values are used for the two
rtproprelay  messages). Relay nodedgo detect communications by the presence of
payload messages, but they can not however know whether those are playad messages
on the rst leg (between Alice and|) or on the secondone (betweenl and Bob). This
makes it harder for corrupted nodes to infer their own locaton on the route.

As mentioned previously, the oriented communications conist in another level of rout-
ing. It is on this level, and on oriented communication routes, that the SA, RA, SU,
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MU, and TAR must ultimately be ensured. The construction of oriented communica-
tion achieves (almost) all of them. SU holds simply becausewo sessions between the
same Alice and Bob do not share any common data. Even the indéction nodel diers
from session to session. SA (for Alice) and RA (for Bob) holdbecause these properties
already hold on each leg of the full oriented communication oute, and because the ori-
ented communication initialisation conceals the identity of Bob to | . Similarly, TAR and
MU hold on each leg. However, they do not completely hold on tle full route, because
of the position of the indirection node. Indeed,| clearly breaks MU-session, since it can
link together all messages using theocomid. Likewise, MU-tracing can be broken by a
corrupted Alice and/or Bob colluding with a corrupted indir ection node, since the en-
crypted payloadsf mg, are seen by Alice, Bob and , and are not changed of appearance
on the route. The TAR property is also impacted, sincel is able to re-order messages.
These infringements to the MU and TAR properties are howeverdeemed acceptable, for
they do not seem to lead to a breach of SA or RA. In particular, an adversary controlling
Bob and | and breaking MU-tracing does not learn much information: fa all she know,
any node in the network could still be the end-sender, sinceray node in the network can
reachl .

In addition to | fully breaking MU-session, note that all exchanged messagebetween
Alice and | go through the same circuit and the same relay nodes (and likeise for
the second leg, betweer and Bob). Although this design choice further degrades MU-
session, the formal analysis in Chaptel5 shows that it yields better anonymity overall.
If necessary, MU-session can be emulated by Alice by initiging several communication
sessions with Bob, with di erent indirection nodes, and to split the ows of data she
needs to send over several channels (as suggested by Ser@anand Murdoch [SMO05]).

Finally, note that oriented communications can take a subsantial amount of time to
be carried out, because all the messages during the orientemmmunication initialisation
are delayed, as any other message, by the message re-ordgrimechanism.

4.7. Summary and Discussion

In this chapter, a new Internet overlay protocol for strongly private communications

was presented. Combining several existing mechanisms, aridtroducing new ones, the
chapter details how SA, RA, MU, SU, and TAR are achieved. Thislast section further

explains how each protocol component participates in reaiing these properties. Before
concluding, it also presents various interesting propertés of the protocol.

Privacy

Table 4.1 summarises all the privacy-enhancing mechanisms or propges of the protocol,
and speci es which of SA, RA, MU-session, MU-tracing, or TAR they participate in
achieving. If the mechanism is protecting only against extenal adversaries (and not
internal ones), a partial tick / is used. The SU property is not included in the table,
since it is simply ensured by the absence of common elementgrass sessions. Also,
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each mechanism listed in the table is accompanied with a refence to its corresponding
section number in the thesis, where the reader may nd the ret¢vant details.

SA | RA MU TAR
sess.| trac.
Homogeneous Architecture §.1) X X /
Dummy Messages 4.4.1) / / /
Tra c Rates ( 4.4.)) X X X
Pseudonyms @.5.2 X
Shared Circuits (4.2.2.h) X X X
Re-encryption (4.3.2 X X
Message re-ordering 4.4.2) X
Split ows (4.6.3 X X
Homogeneity X
Route Prop. Indistingu_ishability X
(45.1.5 4.5.3.9 PropagaU_on Untrac. X X
Return Trip Untrac. X X
(4.5.3.9 Batching w/ payload X X

Table 4.1. Which Mechanism Ensures Which Privacy Property?

Abstractly, the protocol conceals almost everything from dl network entities. Exter-
nal adversaries only see random-looking data, from the toplogy dissemination to the
sending of payload data. The knowledge of internal adversaes (corrupted nodes) is
limited to the IP address of their neighbors, and the previows and next hop of each
circuit they are part of. Additionally, by the relay homogen eity and the use of dummy
messages and controlled tra c rates, a corrupted node can nbknow for sure if the pre-
vious hop is the sender or not, and if the next hop is the receier or not. Pseudonyms,
with the procedure initialising oriented communication, are the key to ensure RA, along
with the security properties of route proposals. Oriented @mmunications are designed
to allow Alice to stay completely anonymous to Bob. MU-tracing is mainly ensured
by re-encryption at each hop. MU-session holds rst by the skared circuits: a relay
can never know if two messages in the same circuit come from ¢hsame sender. The
possibility to split ows of data over several oriented communication sessions also par-
ticipates in ensuring MU-session. The TAR property, being \ery broad, is realised by
a collection of mechanism. Roughly, all that participates h MU is also useful for TAR.
Dummy messages, and the homogeneous architecture also thiattacks from external
adversaries, and tra c rates attacks from internal ones. But the main key to TAR is
of course the message re-ordering mechanism adapted fromxnkts. Finally, the whole
design of route proposals is eventually aimed at concealinthe end-receiver of circuits,
and preventing the adversary from inferring the circuits created (and thus ultimately
protecting MU-tracing). And the fact that routing and paylo ad messages are batched
and re-ordered together can only improve resistance to tra ¢ analysis.

Table 4.1 however presents security mechanisms and their role in an formal manner.
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As discussed in the next chapter, not all the elements in thattable appear in formal
proofs (and in particular, TAR can not be proven).

Compared to previous works, note that cascade mixnets ofterclaim relationship
anonymity is ensured as long as there is only one non-corruptd node on the path
between sender and receiver. In the present protocol, SA, RAand thus relationship
anonymity can hold even ifall relay nodes are corrupted. Indeed, in the general case, a
collusion of corrupted nodes can not even know that it occups the full path. This is
also a property of Crowds and Tarzan, and of homogeneous netwks in general.

Conclusion and Insight

In this chapter, we proposed a new Internet overlay for stromly private communications.
Building upon existing protocols, Tarzan and mixnets in particular, it ensures unobserv-
able communicationsin a fully distributed network. For that, we adapted the message
re-ordering mechanism from mixnets into a peer-to-peer, hmogeneous network architec-
ture. Inspired by Tarzan's mimics system, we conducted a thorough analysis showing
that, by introducing dummy messages and controlling the noas' tra c rates, it is pos-
sible to prevent the detection of end-sending and end-receing activities, even from a
global network observer and collusions of corrupted nodeswWe additionally proposed a
new way to manage anonymous network identities, showing howelationship pseudonyms
can allow end-receivers to remain anonymous even to end-sagers. The protocol addition-
ally proposes a cryptographically secure implementation bthese pseudonyms, leveraging
the homomorphic properties of the Elgamal scheme. Finallythe protocol was designed
without anchoring trust into a particular central authorit y or a group of central servers.
Indeed, privacy stems not from such central entities, but fom the willingness of nodes
to help each other in staying anonymous. By design, the more aode helps its neighbors
with cover tra ¢, the more those can help it in return.

The resulting protocol is complex, and mainly aimed at userswilling to pay a high
price in e ciency and latency to obtain very strong privacy g uarantees. The protocol is
also less exible than plug'nplay protocols that build circuits on demand such as Tor,
which is now bundled in browsers and allows users to start usig the network immediately
after joining it. Indeed, in the proposed protocol, before sarting communications, a user
joining the network must make itself known, and learn about aher nodes in the network
using route proposals Additionally, every (oriented) communication session must be
preceded by aninitialisation requiring a secret token from the end-receiver. On the other
hand, in contrast to protocols constructing circuits on demand the proposed approach
allows to build circuits shared by many senders, thus partigpating in preventing tra c
analysis and ultimately ensuring strong sender anonymity.

In the next chapters, the security of the cryptographic components of the protocol is
formally proven, and its practical e ciency studied.
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The presented protocol invokes the security properties of arious tools, and makes
security claims, but in an informal way. This chapter gathers all the formal treatment
of the protocol and its properties. Namely, it formally studies the security and privacy
guarantees of the protocol, according to the principles oprovable security

In a rst time, Section 5.1 introduces the relevant cryptographic proof frameworks
(mainly, the UC and AnoA frameworks), and presents the apprach and methodology to
carry out our formal analysis of the protocol. Section5.2then informally summarises the
results of the analysis. Then, Section5.3 presents the formal security de nition of the
cryptographic schemes used in the protocol, such as the Elgaal scheme and hash func-
tions. Finally, Sections 5.4, 5.5, and 5.6 respectively study the security of pseudonyms,
of the route proposal mechanism and its properties, and of te whole protocol along with
the sender anonymity (SA), receiver anonymity (RA), sessim unlinkability (SU), and
message unlinkability (MU) properties. Each of these propeties are formally de ned,
and proven. Only the tra ¢ analysis resistance (TAR) proper ty is not studied.

Due to the length of the proofs, this chapter provides onlyproof sketches and the full
proofs are placed in AppendixB.
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5.1. General Methodology

This rst section presents the cryptographic frameworks used as base for our analysis. It
then discusses the di culties encountered in the formal treatment of the protocol (and in
particular, what can and can not be proved with the current state of provable security),
and how we overcome them. Finally, this section summarisesllathe assumptions on
which our analysis relies.

Table 5.1 describes the notations and symbols used throughout the chaer, that are
not previously de ned in this thesis.

Notation | Description Example
¢ Computational Indistinguishability [ Gol01] fX(n)gg, b Y (n)gg,
A Cryptographic adversary
F UC Ideal Functionality
Sim UC Simulator
E UC Environment

Ch AnoA Challenger
f(x; ) | Function with a xed rst argument

Af Oracle access to functiorf for the adversary AC Af(x)

Set of all nodes in the network

e h | Subset of corrupted (resp. honest) nodes

Table 5.1. Cryptographic Notations for Formal Proofs

5.1.1. Cryptographic Proof Frameworks

Following works on Tor [Bac+12; BMS16] or on the recent mixnet cMix [Cha+16] for
instance, the proofs are made in two steps. The rst step conists in proving that the
protocol realises an ideal functionality using the UC framework [Canl13. In a second
time, this ideal functionality is then further analysed, to prove properties such as SA
and RA. This is done with the AnoA framework [Bac+13], or with a custom security
de nition depending on the property to prove.

5.1.1.a) The UC Framework

In provable security, the main way to formally express the seurity of a cryptographic
protocol (as opposed to gorimitive ) is using the real vs. ideal paradigm. For an in-depth
introduction to this concept, the reader may refer to a tutorial by Lindell [ Lin16a]. The
basic idea of this proof methodology is to prove that there eists no PPT distinguisher
between areal execution in which an adversary A interacts with a protocol , and

92



5.1. General Methodology

an ideal execution in which a simulator Sim (also called theideal adversary) interacts
with an ideal functionality F. The latter is the idealisation of protocol , and is meant

to capture its security properties. An ideal functionality F is usually devoid of crypto-
graphic operations, and explicitly speci es the information that an actual adversary gets
by interacting with the protocol in a real-world scenario.

The UC framework [Canl3, is directly inspired from this proof methodology. Its
speci city, compared to the so-called standard model [Lin16a], is to allow to prove se-
curity under concurrent compaosition of protocol instances. That is, while the standrd
model only guarantees security undersequential composition, a protocol proved secure
with the UC framework ensures that, even if several protocolinstances run concurrently,
one protocol instance can not be used to attack another. To dueve universal compos-
ability, the UC framework transforms the distinguisher from the standard model into
an interactive distinguisher. The latter is called the environment, and denoted E. It
is responsible for giving the protocol inputs to the adequagé parties, and receives their
outputs. It is not allowed to interact with the parties in any other way, meaning in
particular that it can not play a corrupted party in the proto col. However E controls
the adversary A, which itself can interact with nodes and play a role in the protocol.
A can be considered a&'s proxy in the protocol. This seemingly trivial change to the
standard model actually has crucial implications for the proofs. Indeed, while in the
ideal execution in the standard model, the simulator is freeto act as it will, in the ideal
execution of the UC framework, the simulator must carry out the instructions of the
environment just like A would (since otherwise,E would be trivially able to distinguish
between the real and ideal executions). This can also be exgihed in terms of quanti ers:
while in the standard model, the proofs must hold such that for all A, there exists a
simulator Sim that makes the ideal execution indistinguishable from the real one, in
the UC framework the proof must hold such that there exists a simulator Sim such
that for all A. This implies in particular that in the UC framework, itis n ot possible to
rewind of the adversary, a technique largely use@.g. in security proofs of zero-knowledge
proofs schemes. Lindell's tutorial Lin16a, Section 10.1] gives a good explanation of the
di erences between the standard model and the UC framework[in16a].

In addition to providing security under concurrent composition, the UC framework is
very exible. It allows to express many types of adversary (datic, adaptive, semi-honest,
or malicious, in particular), and many system models CSV1€. It also comes with a
composition theoremthat allows a modular approach to proofs of complex systemsif a
protocol uses one (or several) sub-protocols, the securitgf the sub-protocol(s) can be
proved rst and independently; and to prove the larger protocol, one can then safely
use the sub-protocol's ideal functionality, arguably simger than the corresponding sub-
protocol. On the downside, the UC framework is also extremegl complex. The interested
reader may refer to the full paper [Canl3, or to the simpler variant of the UC frame-
work [CCL15], which was designed so as to make the UC framework easier toderstand
and use.

In addition to the elements already presented, the UC framewrk comes with speci ¢
terms, that we de ne here. The UC framework models parties ofthe protocol as in-
stances of interactive turing machines(abbreviated ITI for ITM Instance ), with input,
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output, and communication tapes (the latter is dedicated to the receiving of protocol
messages). The real and ideal executions are meticulouslyeded as an executing sys-
tem of ITls, with rules on which ITI can write on which tape of g iven ITls. When an ITI
writes in the input tape of another ITI and provides inputto i t, it is said to use the latter

as subroutine. The real execution is denotedExec "%\, and involves the environment

E, a protocol , and the adversary A. The ideal execution is denotedExec 'Fdf"s‘f‘i'm;E, and

involves E, a simulator Sim (also called the ideal adversary), and an ideal functionaty
F. In the real execution, each party in is represented by one ITl, and exchanges
messages with the other parties' ITls. In the ideal executim, those parties are replaced
with dummy parties, which are simple interface, that merely pass the inputs theg receive
from E to F and vice-versa(the dummy parties thus use the ideal functionality as sub-
routine). The information available to the real execution adversary A, in the restricted
model considered in this thesis, is basically all that is writen on any tape of corrupted
parties' ITls, and all messagesxchanged between ITls (including those of honest par-
ties). However, A can not see the (subroutine) input/outputs that parties giv e to other
ITIs that they use as subroutine. The information available to the simulator Sim in the
ideal execution is all that is written on the tapes of corrupted (dummy) parties' ITls,
and what F explicitly leaks However, Sim does not see the inputs that honest dummy
parties give to F.

In the UC framework, a protocol is said secure if it UC-realisesan ideal functionality

F, which corresponds to the requirement:
n

n 0 0
9Sim s.t. 8A; Exec "¢ (z) ¢ Exec ¥ .c(2)

8z2f 0;1g 8z2f 0;1g

where z represents the input that the environment Sim receives (it can be considered
as its source of randomness, from whicle generates all other inputs). Finally, when,
in a real execution, a sub-protocol g is replaced by a (sub-)ideal functionality Fsyp
used as subroutine by parties in the larger protocol, the prof is said to stand in the
F sub-hybrid model.

5.1.1.b) Analysis of the Ideal Functionality

Usually, proving that a protocol UC-realises an ideal functionality F is enough of a
proof in itself. For simple and short protocols, F allows to immediately see what is
learned by the adversary (since the information learned by he adversary is explicitly
speci ed), and the protocol's security properties appear tearly. However, for network
communication protocols (and more generally, for complex ad large protocols), the
ideal functionality often remains too large for the security properties of the protocol
to be trivially deduced from it (although F is generally simpler than ). Thus, it is
common, at least in networking protocols, to further study the ideal functionality in
order to put in evidence the security and anonymity properties of the protocol Bac+12;
BMS16; Cha+16]. Note that the analysis could be conducted directly on the protocol ,
thus skipping the UC framework step. However, ideal functiamalities are usually simpler
than the protocol they model, and being devoid of (almost) al cryptographic operations,
allow for a crypto-free analysis.
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The base idea to analyse an anonymous network protocol or a ptocol's ideal func-
tionality is to let the adversary choose two possibleneighboring runs of the network. A
random one among them is chosen, and the protocol is then runith A controlling the
corrupted parties. Finally, A is asked to guess which of the two runs was pickedHMO08;
Bac+13]. For instance, for SA, the adversary would choose two di eent end-senders
So and S;, a messagan, and an end-receiverR. For a random b sf0; 1g, the sender
Sy is then asked to sendm to R. A must guess which ofSy or S; sent the message.
In our literature research, we found two existing tools that allow the formalisation of
this security de nition: the AnoA framework [ Bac+13], and a framework by Hevia and
Micciacio [HMO08]. The latter does not take into account corrupted nodes, andexpresses
privacy w.r.t. computational indistinguishability. On the other hand, the AnoA frame-
work models node corruption, and allows for egquantitative characterisation of anonymity,
with possibly non-negligible advantage. Indeed, as pointe out by the authors of AnoA,
in the presence of corrupted nodes, the adversary necesdgrihas a non-negligible ad-
vantage in breaking privacy properties. The Tor and cMix protocols were analysed with
the AnoA framework [Bac+13; Cha+16]. Because we want to carry an analysis of the
protocol in the presence of corrupted nodes, we also chooska AnoA framework.

More precisely, in this thesis, we use two methods. For highevel properties such as
SA, RA, and SU, the AnoA framework [Bac+13] is used (as discussed next, for other
properties we use a custom security de nition). This framework uses security de nitions
inspired from the notion of di erential privacy. Formally, in AnoA, a ideal function F
(or, more generally, any kind of protocol) is said to be (; )- -ind-cdp w.r.t. adjacency
function if for all PPT adversary A,

h i h i
Pr AChFiiO =g e pr ACNFiiD =0 + (5.1)

This equation formalises a setup in whichA interacts with a challenger Ch (here, rep-
resented as an oracle of\), which itself runs F. The challenger is given as input the
ideal functionality F, the adjacency function , and a bit b 2 f 0; 1g. The function
models the security property to prove. For instance, the adacency function for SA, in
its most simplistic form, takes as input ro = ( Sp; R; m), r; = (S1;R;m) and b, and out-
puts (Sp; R;m). The terms ro and ry are called the challenge rows. Ultimately, if the
inequality (5.1) holds, this implies that A has only asmall (but possibly non-negligible)
probability of distinguishing a run with rq from a run with r;. Finally, we note that the
AnoA framework is exible, and allows more complex functions and various adversary
models. We give more details on how the model considered in ih thesis is formalised
into the AnoA framework in Section 5.6.3.b (page 128), which deals with the proof of
the SA, RA, and SU properties.

For route proposal properties, and for the MU property, we propose and use a custom
security de nition (which we describe in Section 5.5.3). Indeed, these properties can not
be simply expressed with the AnoA framework. The next sectio discusses this point,
and explains the rationale behind the custom security de ntion that we propose.

1The term row stems from the literature on di erential privacy in databas es.
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5.1.2. Approach and Assumptions

With the presented tools, the de nitions and proofs of secuity and anonymity properties
are divided in the following way. Firstly, pseudonyms are pioven secure, using traditional
indistinguishability-based de nitions. Secondly, the route proposal mechanism is studied.
It is expressed as a protocol iprop, and shown to UC-realise an ideal functionality
Frprop- The latter is then analysed to prove the route proposal homogeneity route
proposal indistinguishability, propagation untraceability, and return tric untraceability
properties of the route proposal mechanism. (see Sectiof.5.1.h page 73). In a third
time, the entire protocol is described as pseudo-code, usig Fprop as subroutine. It
is then proved to UC-realise an ideal functionality F. Finally, this latter functionality is
analysed, to prove the SA, RA, SU, and MU properties. We choos this two-step analysis
of the protocol ( rst, the route proposal mechanism prop, and then the entire protocol
) in order to be able to study the route proposal properties with Fprop, and to reduce
the complexity of proving the whole protocol in one large praf of UC-realisation.

The remainder of this section details what can and can not be poved with the tools
we consider to use, and how we work around the issues that ags It also discusses our
custom security de nition, and details the assumptions on which all proofs rely.

5.1.2.a) What Can and Can Not be Proved

In the realm of formal proofs, it is widely admitted that, wit h today's knowledge, there
are elements and properties of network communication protools that can not be proved.
That is, some elements of design, such as dummy messages orssege re-ordering strate-
gies, are di cult to take into account in formal proofs. Ther e are also properties for which
a proof methodology is yet to be discovered (if it exists).

The most straightforward example is the impossibility to prove resistance to trac
analysis FWO06]: it seems that any non-trivial protocol will always allow t he adversary to
trace messages, if given enough (polynomial) time. Some wks choose to exclude these
elements that are of anon-cryptographic nature from the model and the proofs, stating
that e.g. tra c analysis attacks should be handled by orthogonal mechanism$DG09].
Other works take a conservative approach (as it is standardn provable security), and
consider theworst-caseassumption. That is, they make the assumption that the adver
sary is able to perform tra c analysis, and in particular, ca n perfectly trace message.
It is the case of the formal treatment of onion routing [CLO5] and of the Tor proto-
col [Bac+12].

In this thesis, the security of the protocol relies largely am the impossibility to perform
tra ¢ analysis (contrarily to low latency protocols). Ensu ring TAR is the role of the
message re-ordering, dummy messages, and controlled tra cates mechanisms. However,
in light of the above remarks, it is not possible to formally prove that these mechanism
achieve the desired level of protection. As a result, if we we to choose aconservative
approach, we would assume that they do not o er any protectian at all. Therefore, the
global network observer in our considered adversary model suld be able to perfectly
trace all messages, which amounts to stating that the protool provides no anonymity
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whatsoever. On the other hand, if we were to choose to make théstrong) assumption
that the protocol perfectly resists tra ¢ analysis, we obta in security guarantees that
are possibly too optimistic. For the sake of obtaining proofs as close to the actual
anonymity provided by the protocol, we propose a middle groumd between these two
extremes. Namely, we assume that internal adversariesan perform tra c analysis, but
not external ones. This boils down to assuming that the dummymessages and controlled
tra c rates mechanisms of the protocol prevent network observers from distinguishing
real from dummy messages, and thwarts the observation of meages exchanged between
neighbors. This chosen approach translates into an assumjans, formalised in the UC
framework under an ideal functionality F i, presented in the next section.

This settles the question of TAR. Another element that arguably participates in the
security of the protocol is the concurrency among network events,e.g. among route pro-
posals, or oriented communications. Informally, the fact hat several events happen in
parallel in the network provides cover trac , and introduces uncertainty in the adver-
sary's observation. However, this element can not be includd in the formal proofs either.
To illustrate this issue, the most straightforward example is that of the route proposal
homogeneity property, which states that it should be imposgble to distinguish a self-
proposal from a relayed one. This property is formalised by unning the network either
with Y self-proposing to a (possibly corrupted) propose& , either with Y proposing to
X aroute towards R. Let us assume in a rst time, for the sake of the argument, tha
there is no concurrency among network event, as it is the castor the analysis of Tor
with the AnoA framework [ Bac+13], and thus there is only one route proposal occurring
in the network at any time. Then, distinguishing the self-proposal from the relayed one
is trivial for the adversary, since only the latter necessitites a return trip. Indeed, if,
during the challenge route proposal, the adversary sees thiane of its corrupted nodes
Z is solicited as part of a return trip, it can be sure that a relayed proposal was executed.
Now, let us assume that there are always several route propass being carried out at the
same time, which can also be modeled in the AnoA framework, athwhich better re ects
a real-world scenario. Then the situation is not as favorabé to the adversary. Indeed,
if, during the challenge, a corrupted nodeZ is solicited as part of a return trip, she can
not know for sure whether this return trip relates to the challenge route proposal, or to
some other route proposal happening in parallel. In a thorogh proof, this uncertainty
of the adversary should be quanti ed, or at least over-apprximated. However, there
is no formal foundations for such an analysis, not in AnoA, ne in any other existing
framework, to our knowledge.

To overcome this diculty, we choose to largely over-approximate the adversary's
advantage: since the impact of the presence of one (or sevér&orrupted nodes can not
be accurately quanti ed, it is considered that it fully brea ks the property (i.e. that it
gives a probability 1 for the adversary to break the property). For instance, for RA,
we consider that, if there is a corrupted node on the second tgof the challenge session,
the adversary nds the receiver with probability 1. The benet of this approach is that
it yields results that hold even against a very strong adverary, able to control all the
tra c in the network ( i.e. even when there is no concurrency among network events).
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On the other hand, this only gives a lower bound on the actual aonymity provided by
the protocol.

On top of these di culties, the MU property, as well as the return trip untraceability
property of route proposals, can not simply be expressed wit the AnoA framework
(and any other existing framework, to our knowledge). Indee&, AnoA is mainly suited
to expresshigh level properties, pertaining to communication sessions (such aSA, RA,
and SU), but not to express more ne-grained properties that necessitate to formulate
challenges that do not apply on full sessions, but on messaggor parts of routes.

Another (orthogonal) issue arises for the formalisation ofthe route proposal properties.
Indeed, even if we set aside the issue of corrupted relay noslén the above example about
the route proposal homogeneity property, there is another jitfall. For instance, the
adversary may know, from past interactions in the network, that the corrupted proposee
X, before the challenge, has; routes towards Y, and n, 6 n; routes towards R. Thus,
at the end of the challenge, whenX learns eitherPS = PSx, y or PS = PSx, g, X
can see that it previously hadny or n, routes towards this pseudonymsP S, and deduce
whether Y was self-proposing or not. More generally, route proposal perties must
be studied by taking into account all the previous route proposal the adversary was
involved in, and what she has learned through them. We do not kow of a way to take
into account all past actions of the adversary, nor theside-channel information in the
example of route proposal homogeneity. Therefore, in a rststep, we aim at proving
these propertiesoutside of the network dynamics, and without taking these elements
into account.

In light of these remarks, we propose in Sectiorb.5.3 a custom security de nition
based on adversarialviews and use it to prove the MU property, and the properties of
route proposals. This de nition is designed to address all he above mentioned issues.
That is, it circumvents the issue regarding the corrupted rday nodes' impact on the
adversary's advantage (by allowing to model challenges in Wich the corrupted relay
nodes are the same in both cases,e. whether b= 0 or b= 1). Secondly, it allows the
expression of more ne-grained challenges, onportions of routes rather than on entire
communications. Finally, it allows to analyse a route propcsal out of the dynamics of
the network, thus avoiding the need to take into account all the information that the
adversary may have obtained from past route proposals.

5.1.2.b) Assumptions

Here, we summarise all the cryptographic and network assumons made throughout
the chapter. Generally, the adversary is consideredPPT, and can eavesdropall com-
munication links, and/or corrupt an arbitrary fraction of t he network. The adversary is
considered passive (osemi-hones), and static (as opposed toadaptive), meaning that
the set of corrupted node is xed at the beginning of the netwak lifetime and does not
change afterwards. AppendixB.2 expands on how these adversary models translate into
the UC framework. Our results rely on the assumption that the pseudonym indistin-
guishability property, and the IND-CPA, IK-CPA, and USS pro perties of the Elgamal
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schemes hold. Ultimately, this means that our proofs rely onthe hardness assumption
of the DDH problem, and on assumption that the hash function used is iniktinguish-
able from a random function. All these cryptographic propeties and hard problems are
presented in Section5.3.

Additionally, when proving the security of the full protoco I, with oriented communi-
cations, it is assumed that end-senders and indirection nogs do not collude, so that
the adversary does not learn thedst value of honest nodes. Also, it is assumed that
route proposals essentially consist in the computation of gpseudonym, and do not leak
information such as the route length or identity of the nodeson the route. Without loss
of generality, it is also assumed that there is an upper boundnhax on the length of the
created route.

The assumption presented in the previous section, on the impssibility for external
adversaries to perform trac analysis, translates into an ideal functionality Fjnk in
the UC framework. This ideal functionality abstracts the du mmy messages policy, the
controlled tra c rate, and the message re-ordering mechansms. That is, in the real UC
execution, nodes do not exchange messages, but only commaoaie by input/outputs,
using Fjink as subroutine. As a result, UC proofs are said to standn the Fi-hybrid
model This assumption itself is studied in Appendix B.7, which presents a protocol that
arguably UC-realisesF i,k under strong assumptions on the tra c load. On the other
hand, it is assumed that corrupted nodes can perform tra ¢ analysis. For instance, on
a route of the following form:

(st 7z, £id2 7, fids 7 fida 7 fids gy

if Z1 and Z4 are corrupted, it is assumed that they are able to know that they are on the
same route. Thatis, whenZ, sends a message td, with cid,, it knows that the message
will arrive to Z4 from Z3 and with cid4. Note however that, although the receiverR is
situated just after the corrupted node Z4, this does not mean, in the general case, that
Z4 knows that R is the receiver: for all it knows, R could be another relay towards a
receiver further down the road.

5.2. Summary of Results

This section summarises the results of the formal analysisfahe protocol. First, we show
that the route proposal mechanism UC-realises the ideal fuationality Fprop (de ned in
Fig. 5.6 on page110, and then that the full protocol UC-realises the ideal functionality
F (dened in Fig. 5.10 on pagel125. Without further analysis, a simple inspection of
Frprop @nd F immediately shows that external adversaries do not get any nformation
whatsoever about route proposals nor about oriented commuigations. This is in partic-
ular due to the fact that proofs stand in the Fji-hybrid model. Therefore, we are able
to show that all properties (SA, RA, SU, MU, and route proposa properties) perfectly
hold against any PPT external adversary.

Against corrupted nodes (.e. internal adversaries), the situation is more complex.
Firstly, it can be noted that both ideal functionalities lea k dst'® values to end-senders
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and/or end-receivers. This is due to the way pseudonyms are anputed. Indeed,
Frprop implicitly contains the sub-protocol from Fig. 4.5 (on page 75) that computes
the pseudonyms during route proposals; and, similarly,F implicitly contains the sub-
protocol from Fig. 4.8 (on page 85) that computes the pseudonyms during oriented com-
munication initialisations. The ideal functionalities sh ow that, during a route proposal,
a (corrupted) end-receiverR learns dstgr>"“x w.r.t. proposee X, and during an oriented
communication initialisation, a (corrupted) end-sender S learns dstg>®' w.r.t. the end-
receiver R and the indirection node | . Another remark that can be made by inspecting
the ideal functionalities, is that (corrupted) relay nodes do not learn information from
the link messages they relay. More exactly, they do not learrninformation from the mes-
sagesthemselves However, the very fact that a corrupted node is solicited torelay a
message, on a speci ¢ route (with a speci ccid value and next hop node) does indirectly
reveal information. As already discussed in the previous sgion, quantifying the advan-
tage this information provides to the adversary is far from trivial, and not possible with
the tools at hand.

These general remarks do not however prevent the proofs of thprotocol properties
to be carried out, since we work around these shortcomings. Wh the approach and
assumptions described in Sectiorb.1.2 the proof of each property results in a quan-
ti cation of the probability that the adversary breaks that property. This probability
depends in particular on the number of corrupted nodes in thenetwork. Namely, the
result for each property is as follows:

Sender anonymity (SA) holds with probability equal to 1 . 'm= =11 which

J c] ] ¢l
corresponds to the probability that the rst leg of the orien ted communication is

devoid of corrupted nodes.

Receiver anonymity (RA), holds with the same probability a s SA (up to a negligible
additive factor, however), which corresponds to the probaliity that the secondleg
of the oriented communication is devoid of corrupted nodes.

Session unlinkability (SU) holds with probability 11 #m** = J.J' JJ , which corre-
sponds to the probability that both legs are devoid of corruped nodes.

Message unlinkability (MU) is divided into MU-session and MU-tracing, as de ned

in Chapter 1 (on page 13). We do not make an attempt at proving MU-session,
because it seems that it is trivially broken by the adversary More accurately,
we were not able to nd a meaningful formal de nition of MU-se ssion that is not
trivially broken by A. To prove MU-tracing, we express it in two ways, depending
on whether the challenge consists in tracing messages on thest or second leg of
an oriented communication route. It appears that MU-tracing for the second leg
holds perfectly (up to a negligible probability), and with p robability . chz = J.J CJJ.
for the rstleg. This discrepancy is due to the privileged place that the indirection
node occupies in oriented communications.

Finally, the four route proposal properties are proven to hold perfectly (up to a
negligible probability).
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In these results, everynegligible factorthat appears is due to the leaking of pseudonyms
or encryptions of one to the adversary. In all cases, these formations give a negligible
advantage negl( ), by the indistinguishability of pseudonyms and the IK-CPA property
of the Elgamal scheme. Additionally, note that we are able toshow that the route pro-
posal properties holdperfectly only because we formally de ne these properties in a way
that nulli es the impact of corrupted nodes, and because ourcustom security de nitions
takes route proposalsout of context Although this approach signi cantly reduces the
impact of the results, this is a rst step towards proving the se properties in more general
cases.

In a network with j j = 1000 nodes and a maximum route length ofl,ax = 10 hops,
these results lead to the following probabilities for SA, RA SU, and MU-tracing to hold.
When there arej ¢j=j j = 1% of corrupted nodes in the network, SA and RA hold
with probability 0 :9, SU holds with probability 0:83, and MU-tracing (on the rst leg)
holds with probability 0:98. However, these gures decrease rapidly when the ratio of
corrupted nodes augments. Indeed, whep ¢j=j j = 10%, SA and RA hold only with
probability 0:35, and SU with probability 0:13. However, these results compare well with
those of a recent analysis of the Tor network BMS16]. The authors of the study show
that, with only 20 corrupted Tor servers among the 6000 onesri the network at the
time 2, which means a corruption ratio ofc=n  0:33%< 1%, SA and RA respectively
hold with probability ~ 0:85 and 0:75. Chapter 6 further illustrates these results, and
completes them with an empirical quanti cation of anonymity, inspired from a (non-
formal) methodology proposed by the authors of Tarzan.

5.3. Formal Security Definition of Cryptographic
Assumptions

Before describing the proofs, the cryptographic assumptins and hard problems used in
this work must be formally de ned. In particular, the de nit ions of the semantic security
(IND-CPA), key-privacy (IK-CPA), and universal semantic s ecurity (USS) properties are
presented. Recall that the groupG is de ned for primes p and g such that p=2q+1, as

the subgroup of Z, of order g. Appendix A provides more details on the construction
of G.

5.3.a) The Decisional Di e-Hellman and Discrete Logarithm Proble ms

The DDH problem consists, giveng; ¢?; g% g° 2 G*, with a;b sZq, in distinguishing

whetherc = aborc sZq. Solving this problem in polynomial time is believed imposible

in the subgroup G considered in this work. The hardness assumption of the DDH
problem is denoted in short as theDDH assumption.

2https://metrics.torproject.org/networksize.html
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5.3.b) IND-CPA Security of PKE Schemes

Semantic security is one of the most basic security de nitions in cryptography. The
Elgamal scheme is proven IND-CPA under the DDH assumption TY98]. The generic,
game-based indistinguishability de nition is as follows.

De nition 20 ( Indistinguishability under Chosen Plaintext Attacks (IND -CPA) ).
Let (KeyGenEnc Dec) be a PKE sche_me, and 2 N. The scheme is said to ensure the
IND-CPA property if the function Advi®°P3( ) is negligible for any PPT adversary A,
where :

. h , [
AdVRTP3( Y= Pr Exp R4y =1 1=2 (5.2)

with Exp 29°P3( ) depicted in Fig. 5.1.

Exp 27%( )
(pk;sk)  KeyGerfl ;pp); b sf0;1g

(st;mo;m1) A (pk) Exp 2% )
b A (st Endpk;mp)) pp Setugl );b sf0;1g
rewrn_b= b (Pko;sko)  KeyGerl ; pp)

: (pki;ski)  KeyGerfl ;pp)
Exp'}j'c"a() (st;mo;ml;(ro;roneo);(rl;ronel)) A (pko; pki)
pp Setugl );b sf0;1g Fori2f01g o .
(pko;sko)  KeyGerl : pp) Clo En(épkiymiqri.).a (?Onei Ena(pki; 1; ronej )
(pky;ski)  KeyGerfl ;pp) ) CiA (S‘f_ Cnﬁcopk()CmenCl)
sttm) A :pk 1Cby C1 b,
( ) (Pko: pka) return _b=b

b A (st Endpky; m))
return b=1b

Figure 5.1. IND-CPA, IK-CPA, and USS Security Games

5.3.c) Key-Privacy of PKE Schemes

Key-privacy [Bel+01] is a property of to PKE scheme which is orthogonal to IND-CPA
security. Abstractly, ciphertexts of a scheme satisfying ley-privacy do not leak informa-
tion about the public key under which they are encrypted. This property only makes
sense for public keys that are based on the sampublic parameters For instance, in
the Elgamal scheme, that would be public keys belonging to tk same groupG. Thus,
to formulate key-privacy, we add Setup a fourth operation to the description of PKE

schemes, that inputs 1 and outputs public parameters pp, that are then fed to KeyGen.
Generally, pp is assumed to be publicly known to any entity in the system. The general
de nition of key-privacy, formally denoted IK-CPA, is as fo llows.

%In a scheme description without the Setup operation, KeyGen implicitly generates its own public
parameters on-the-y .
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De nition 21 ( Indistinguishability of Keys under Chosen Plaintext Attac ks
(IK-CPA) ). Let (Setup KeyGenEnc Dec) be a PKE scheme with a common key gener-
ation procedure Setup and let 2 N. The scheme is said to ensure the IK-CPA property
if the function AdVX"®( ) is negligible for any PPT adversary A, where

. h _ [
AdVEP( )= pr Exp NP )=1  1=2 (5.3)
with Exp X"°P3( ) depicted in Fig. 5.1.

5.3.d) Universal Semantic Security of URE

Universal semantic security informally states that a ciphertext can not be recognised
after it has been re-encrypted. In the case of the Elgamal sa@me for instance, univer-
sal semantic security actually stems from the IND-CPA and IK-CPA properties. The

security gameExp 3> ) de ning USS actually look like a merger of the IND-CPA and

IK-CPA games. Here, the notion is presented according to thede nition by Golle et
al. [Gol+04], but speci cally adapted to the Elgamal scheme.

De nition 22 ( Universal Semantic Security under Re-Encryption (USS) ). Let
(Setup KeyGenEnc Dec ReEngopk) be the Elgamal PKE scheme augmented with the
ReEngopk operation (de ned in Section 4.3.2), and let 2 N. The Elgamal scheme
is said to ensure theUSS property if the function Advpa>%( ) is negligible for any PPT
adversary A, where

Adva () = JPr[Exp % ) =1] 1= (5.4)

with Exp 2% ) depicted in Fig. 5.1.

5.3.e) Hash Functions

The Keccak function family, and in particular the SHA-3 hash function, has its security
de ned by comparison to a truly random function Rand which returns truly random
number (but always the same number for the same input). De ning the security of hash
functions in this way is di erent from modeling the hash function as a random oracle
Indeed, contrarily to the random oracle model(ROM), here, the function Randis directly
accessible to the adversary, and can not b@rogrammed in reduction proofs [Fis+10],
thus better modeling real-world setups.

The authors of Keccak de ne the security of their function in the following way
(adapted from [Ber+11])

De nition 23 ( Hash Function Indistinguishable from a Rando m Function ).
A hash function h: f0;1g !f 0;1g" is indistinguishable from a random function Rand

if the function Advy "°"{( ) is negligible for any PPT adversaryA, where

\F:Rand — ho — hO - i
Adv, ()= PrA-()! 0 O=h Pr A¥()! 0 O= Rand
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The above de nition is used to prove a part of the security of pseudonyms. How-
ever, the more standard notions of preimage and collision @stance are also used, and
presented below for the sake of completeness. Note that thebave de nition of indis-
tinguishability from a random function implies all three fo llowing properties (de nitions
are adapted from RS04):

De nition 24 (Hash Function Properties).

Preimage resistance .
h [

AdVh Pe()=Pr h(x)= h(x9 x sf0;1g;x°® A (1 ;h(x))  negl )

2"d preimage resistaﬂce ,
|

AdV} 2ndpre( ) =Pr x6 x° h(x)= h(x% x sf0;1g:x° A (1 :x) negl( )

Collision resistance h i

AdR )y =pPr x 8 x% h(x)= h(x9 (xx9 A (1) negl )

5.3.f) Secret Sharing

This thesis makes use of a custom and extremely simple secrgharing scheme, which
was already presented in Chapter4. It consists, given e 2 G, in splitting e into two
sharessh; sG and sh, = e=sh;. The reconstruction of e from the shares involves a
single group multiplication.

Adapting the de nition from generic secret sharing scheme MOV96], the present
scheme is saidsecureif given only shy or only shy, no information (in the sense of infor-
mation theory) is learned about e. Clearly, this scheme is correct and secure w.r.t. the
above de nition since in G, for any givene;,fe; e je 2 Gg= G, and thus given one
share and no information on the other, the secret could be angroup element.

5.4. Security of Pseudonyms

The rst protocol component that is studied in this chapter are the pseudonyms. As
explained in Section4.5.2 the pseudonyms must ensure thauniqgueness one-wayness
and indistinguishability properties. This section de nes them formally and proves trat
our implementation of pseudonyms guarantees them. Note thethe security of the
protocols computing the pseudonyms €.g.during a route proposal) is not treated in this
section, but in following ones.

The following theorem de nes the three properties for the poposed pseudonym im-
plementation.

Theorem 1 (Security of Pseudonyms). Let G be a publicly known group where
the DDH assumption holds, andh : G ! f 0;1g" be a public hash function satisfying
De nition 23 with n polynomial in . Denote byf : Z, G !f 0 19" the function
computing the pseudonymsij.e. which on input (src;dst) returns h(dst*).
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The following properties hold for anyPPT adversary A with direct (public) access to
f(;):

Uniqueness 8 src 2 Zq

AdVES UA( ) = Pr[ f (src;dsty) = f (src;dst,) jdsty;dst, sG] negl )

One-wayness 8 src 2 Zq,
h i
ADR® () =Pr f(src; AT ssrc)) = f(sre;dst) dst sG negl )

Indistinguishability : 8 src 2 Z,
_ h _ i
AR M( )= PrExpRad()=1  1=2  negl )

A;src

with Exp 5. de ned in Fig. 5.2.

A;src

ind
EXp Rsre ()

dstg;dst; sG;b sf0;1g

Let PS; == f(src;dsty) and PS; == f (src;dsty )

b A fGdsto)f(idsty)(1 :sre:PS;PSy)

return ? if f(src;dstg) or f (src;dst;) was called by A
Otherwise, return b = b

Figure 5.2. Pseudonym Indistinguishability Security Game

Intuitively, uniqueness states that, for any nodesX;R; R ®such that R 6 R® PSx, r
is di erent from P Sy, ro with all but negligible probability. This ultimately preve nts
X from mistaking an end-receiver for another, and ensures thegood functioning of
the routing in the network. One-wayness ensures thatdstg can not be recovered from
a pseudonym, and ultimately that a node can not impersonate aother node (as end-
receiver). Indistinguishability implies that a pseudonym does not leak any information on
the end-receiver it designates, or rather on thedst value of the end-receiver it designates.

The one-wayness property is modeled by givingA oracle access td ( ; dst), allowing
her to compute pseudonyms for the challengealst value. Note that this modeling is
stronger than simply giving A one pseudonynt (src; dst). This accounts for the fact that
several corrupted nodes can collude to attack one speci ¢ gaidonym, or equivalently
that the adversary can have polynomially many pseudonyms tlat she knows designate
the same end-receiver. This is a worst-case scenario, sindeimplicitly assumes that
corrupted nodes in the collusion werealready able to link these pseudonyms together in
some way. Likewise, in the pseudonym indistinguishabilitygame, A has access to two
oraclesf ( ;dstg) and f ( ;dst,), to represent a scenario in which each corrupted node
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dst;) designates respectivelyRg and R1. The de nition states that, even in this case, if
a new corrupted nodeX ,+1 comes in with f (src; dstg) and f (src; dst,), it can not know
which value designates which end-receiver. Finally, notehat the properties hold for all
src value in Z,, meaning that any src value A can choose will not give her a better than
negligible advantage.

Proof Sketch 1 (Theorem1). For a full proof, see AppendixB.1. Each property is proven
independently. Although all three properties can be provednder the assumption thath
is indistinguishable from Rand when possible, we simply considered it as a hash function
with e.g. collision resistance. The versatility of the Kecak function family allows this.

Uniqueness is trivially proven based on the assumption thiathe hash function used
is collision resistant.

We show that if there exists an adversaryA successfully outputtingdsta such that

f (src;dsta) = f(src;dst), then it is possible to construct an adversaryB that
distinguishes h from a random function Rand Note that intuition would suggest
that one-wayness can be proved from assuming the preimage ca2™ preimage
resistance of the hash function, the reduction fails becagsit is not possible to
construct an adversary B that successfully binds its own challengé(x) with A's
and at the same time answerA's oracle queries consistently. This is because the
proof doesnot take place in the random oracle model. Alternatively, it is pssible
to prove that indistinguishability implies one-wayness.

Indistinguishability is trivially proven under the assum ption that the hash function
is indistinguishable from a random one. Intuitively, pseusnym indistinguishabil-
ity holds becausedst®° is passed through a function that destroys all algebraic
properties between (pairs of) pseudonyms.

5.5. Security of the Route Proposal Mechanism

In Section 4.5.1.b, four properties for the route proposal mechanism were putdrward:
route proposal homogeneity route proposal indistinguishability, untraceable route pro-
posal propagation and untraceable return trip. The present section de nes them more
formally, and proves them. First, the topology dissemination phase is given in pseudo-
code rprop, then modeled as a UC ideal functionality Ftprop . Then,  iprop is shown to
UC-realise Fprop. Finally, based on a study of the information an adversary gés from
Frprop » the four properties are proved with a custom security de nition.

5.5.1. Modeling pop Into an Ideal Functionality F rprop

Prior to describing rprop, We present the two ideal functionalities that it uses as sub
routines: Fjine and Freg. They are respectively described in Figuress.3 and 5.4. Their
pseudo-code, and more generally, the pseudo-code of all poaols and ideal function-
alities in this chapter, is written in the message-state paadigm, as it is standard for
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describing network protocols in the UC framework Bac+12; Cha+16]. That is, pseudo-
codes in this chapter featureentry points corresponding to the receiving of messages,
inputs, or subroutine outputs. These entry points are markel by the upon keyword.

1: The functionality Fjn is responsible for delivering link messages.
2: upon input (link-sendsid;Y;m) from party X:
3: Output (link-rcvd; sid; X;m) to party Y.

Figure 5.3. The Link Message Functionality F ik

1. The functionality Feq is responsible for delivering key pairs consistently acrasall com-
ponents of the protocol.

upon input (keyssid; X ) from party P:
if TIX]=? then setT[X] KeyGelf ).
if P =X or (P isthe adversaryand X 2 ¢) or P is Fipop then
Output T[X]to party P.

a b~ 0N

Figure 5.4. The Register Functionality Feg

The functionality Fjin is used by nodes to exchange messages, instead of using their
communication tapes as they would normally do in the UC framavork. That is, Fn ab-
stracts the AES link encryption, dummy messages, controlld tra c rates, and message
re-ordering, and models the assumption of the impossibilit to observe link messages for
external adversaries. This assumption is broken down in Appndix B.7, by attempting
to UC-realise the Fjnk ideal functionality. A node X usesFn by giving it link-send
subroutine inputs, with sid the session identi er of the protocol ryprop Of Which node X
is part, and Y the neighbor of X to which the messagem must be sent. Upon such an
input, Fjnk simply gives alink-rcvd subroutine output to party Y, specifying the message
m and the identity of X, letting Y know that the message is from its neighborX (also,
this models the fact that, in an Internet overlay, a node knows the IP address of its
neighbors).

Functionality Feq is responsible for delivering key pairs. It is necessary inroder to
then composeF prop With the full ideal functionality F, and its role will thus be made
clear in the modeling of the full protocol in Section 5.6. The functionality Feg answers
requests of the form keys sid; X ), where sid is again the session identi er of trop, and
X speci es which party's keys are requested. The functionaty maintains a table T of
already generated keys, to answer consistently if the key gaof given party is requested
more than once. Note that Feg only answers to request forX's key pair if the request
comes from the party X itself, or from the adversary if X is corrupted. F g also answers
request from the ideal functionality Fqprop: the latter needs these keys, in particular, to
be able to output encryptions of oneconex: R.

Functionalities Finx and Freg being de ned, Fig. 5.5 (page 109 describes yiprop, the
protocol for the topology dissemination phase. More specically, it describes the pseudo-
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1: wupon input ( setup;sid;srcx ;dsty ): /' Init. node

2: Store srcx and dstx ; Query Freg and store (pkx ;skx )

3: upon input ( proposer;sid; (Y;cid);PSx r;(Y%cid9): /I Propose a route

4: if PSx, r = h(dstx S®*) then Il Self-proposal

5: Send hrtprop kcid;cy;c2i to Y, where ¢ Enc(pky ;dstx ) and c;  Enc(pkx ;1)

6: else /I Relayed proposal
7: Retrieve (routing-table-entry; P Sy | r;Cpropx 1 R Conex 1 R; (YO, cidO))

8: Send hrtprop kcid;c1;c2i to Y

9: upon receiving message hrtprop kcid;c1;coi from Y: /I Proposer $ Proposee
10: if cid is unknown then /I Proposee, 1 St step
11: Generate (pky™ ;sky™ )  KeyGer(1 ), and send rtprop kcid;c9;¢3 to Y,

12 where ¢ ReEnGopk(C2; SCExp(c1;srcx ) and ¢ Encnopk(Cz; Pky ™ )

13: Store (proposee (Y; cid); Crop = C1; Cone = C2; (Pky ™ ; Sk ™ )

14 : elseif cid relates to a proposal made by X then Il Proposer, 2 " step
15: Retrieve the information related to the ongoing route pr  oposal with cid

16 : if the proposal is a self-proposal then

17 : Compute PSx, v = h(Dec(skx ;c1)) and pky™ = Dec(sk ; C2)

18 : Send rtprop kcid;c;c3 to Y, where ¢@  Enc(pky™ ;PSx y)and ¢§  Enc(pky™ ;1)

19: else

20: Setcz  PlainMult (cz; pk™ ), and ¢©  ReEniopk(Conex 1 R ; Dec(skx ;¢i)) for i 2f 1;2g

21: Sample rcid  $f0;1g and store (relay; (X;cid ); null ;rcid; (Y% cid9)

22: Send rtproprelay  kcid%reid; c9;¢9 to Y©

23:  elseif 9 stored (proposee (Y;cid); Coop; Cone; (Pky ™ ;sky ™ )) then /I Proposee, 2 M step
24 : Get PSx | r = Dec(sk;(mp ;€1), and store ( routing-table-entry; P Sx | R ; Cprop; Cone; (Y; Cid))

25: Output ( proposee P Sy | r; ReEnGne(Cone); (Y; cid))

26 : upon receiving hrtproprelay kcidkrcid;c 1;c2i from Y: /I Return trip

27 : if 9h(Y;cid);_;conex 1 r;NextHopsi2 RT then /I Relay fwd

28: if NextHop = (Y%cid% and rcid is unknown then

29: Sample rcid  $f0;1g , (pk'™P ;sk'™ )  KeyGen(l )

30: Store (relay; (Y; cid); rcid; sk ™P :rcid & (Y % cid9)

31: Setcz  PlainMult (cz; pk™ ), and ¢©  ReEniopk(Conex 1 R ; Dec(skx ;i) for i 2f 1;2g

32: Send rtproprelay  kcid%rcid %c9;¢cd to YO

33: elseif NextHop = ? then /I End-rcvr reached
34: Compute PS = h(Dec(sky ;c1)), and get pk'™ = Dec(sky ;C2)

35: Setc§  Enc(pk'™ ;PS)and ¢  Enc(pk'™ ;1)

36: Send rtproprelay  kcidkreid;c9;¢d to Y

37: elseif 9 stored (relay; (Y % cid9; rcid % sk™P ;rcid; (Y;cid)) then Il Relay back (or

38: Set ¢  ReEncne(Dec(sk'™ ;cz)), ¢  ReEnGiopk(cy; Dec(sk™ ;c1))  // Proposer 2 " step)
39: if rcid®= null then h [rtprop kcid? else h  [rtproprelay kcid%rcid 9

40 : Send h;cf;c to YO

Figure 5.5. Description of prop for Node X

code of any given nodeX , de ning all its actions during the topology dissemination phase.
This consists in proposing routes, and handling route propeals from its neighbors. Since
the code is from nodeX's point of view, it simultaneously depicts the behavior of X
as proposee, proposer, end-receiver, or relay. With regasdto the UC framework, the
gure describes the code that each ITI runs in the real execuipbn: there are as many
running copies of this code as there are nodes in the networkt is assumed that every
node X maintains a local state during the protocol execution, and tat, upon receiving
an input from the environment or a message from another nodeX behaves according to
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this state. Here, a node stores routing information (althowh, in the code, actual routing
tables do not explicitly appear). In the code, the parties denoted Y or Y; are the node's
direct neighbors in the topology graph, while R denotes a distant receiver. Messages
are denoted byhmsgi. The entry points of the code (marked by theupon keyword),
either correspond to an input that the ITI of node X receives from the UC environment
E, or to the receiving of a message from another node (i.e. anbér ITI). We review
these entry points in details in the following paragraphs. The rst entry point (line 1
of the code) is asetupinput, given once and only once by the environment to the ITI
of node X . It instructs the node to initialise itself with specic srcyx and dstyx values,
and to obtain its keys from Fry. The second entry point (line 3) is a proposerinput
from the environment E, asking the node to propose a route to its neighbory using a
new circuit identi er cid. The specic route that X must propose is identi ed by the
pseudonymP Sy, r of X towards the end-receiverR*, along with the rst hop ( Y@ cid9.
E being semi-honest, this route is assumed present in the noterouting table (and more
generally, all inputs are assumed well-formed). Node&X may behave in two ways upon
a proposerinput, depending on whether X is asked to perform a self-proposal (lined),
or to relay another proposal (line 6). In any case, X eventually sends artprop message
to the specied neighbor Y. This sending of message is implicitly done through the
Fiink ideal functionality: in order to simplify the code description, the instruction send
messagem to Y is used to formally mean give subroutine input ( link-sendsid; Y; m).
The same goes for the receiving of messages.

The third entry point (line 9), denotes the receiving of artprop message. As per
the description of the protocol from Chapter 4, X can react in three di erent ways to
this kind of messages, depending on whether it is the rst (Ine 10), second (line 14),
or third (line 23) message exchanged between the proposee and the proposerotdN
that in the second case (whenX is proposer w.r.t. this route proposal), two cases arise,
depending on whetherX is self-proposing or not. Also, in the last case, wherX is a
proposee receiving the nalrtprop message, note that,X makes aproposeroutput to
the environment, specifying the newly learned pseudonym, tie encryption of one, and
the next hop of the new route. The last entry point (line 26) deals with the receiving
of artproprelay message, that must be relayed from the proposee to the recar and
back. This part of the code describes the behavior of node X asrelay on the way
from proposee to the receiver (line28), receiver (line 33), relay from receiver to proposee
(line 37), and proposer (line 37 as well).

Then, Fig. 5.6 (page 110 models the ideal functionality Fyprop corresponding to  riprop -
In Frprop» @and in the remainder of this chapter, the set of nodes in the Btwork is denoted
, and the subset of honest (resp. corrupted) nodes is denotd 1, (resp. ¢). The code
of the functionality Fpop is also written with the message-state paradigm. However,
it is not given for a speci c node X, but for the whole network. Indeed, in the ideal
execution, as per the UC framework, each node is representeoy a dummy ITI (or
dummy party) that accepts inputs from the environment and automatically pass them

“Note that the identity of R is not known to X . The term R is only here for denotational purposes.
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1: Frtprop internally runs an instance of rtprop along with  Fjin.

2. Allinputs received by Frprop are automatically passed on to the adequate party in rtprop » and conversely
for outputs (unless explicitly stated otherwise). Note tha t Frprop knows all the routes and the relay nodes
that compose them perfectly, as well as the src and dst values.

upon input ( setup;sid; src y ;dsty ) from dummy party Y:
Pass the input to party Y in the internal  nprop instance.

3
4
5: upon input ( proposer,sid; (X;cid );PSy, r;(Z1;cidg)) from dummy party Y:
6: Pass the proposer input to party Y in  rtprop

7

8

Frprop deduces the end-receiver R, and the nodes (Z1;:::;Zn) between Y and R.
: Let Zo =Y, Zn+1 =R
9: Let pred(Zi;Zj) = true i Z; and Z;j are the 1%t and last honest nodes in (Zo;:::;Zn+1)
10: Send the following to Sim, as the corresponding events happen in  rprop
11: (1) if Y;Z1;:::;Zn;R2 cand X 2 ¢[ 4 then
) ) ! ) id .
12: (rtprop:sid; X 1 @ y1 8oz f41. 000 L 990 R dsta STt x ) when R is solicited
13: (1) elseif Y;R2 candX 2 ¢[ pand91 i j nst pred(Zi;Zj) then
. id |+ i
14: (rtprop; sid; ?! (ZJ-CI! g Zn) ! R;dstgS€x ) when R is solicited
. i i i id |
15: (rtprop;sid; X 1 ©@ y199t (2, 791577 21 21 R) when Y sends the last rtprop msg.
16 : (1) elseif ;R 2 cand90 j n st pred(Y;Zj) then
17: (rtprop; sid; X ! cid Y ! ?)when X receives the rst rtprop message.
. id |+ i
18: (rtprop;sid; X $ 2! (ZJ-CI! g Zn) ! R;dstr®cx)when R is solicited.
19: (IV) elseif R2 cand X 2 L and90 j nst pred(Y;Z;) then
. id |+ i . .
20 (rtprop; sid; ?'! (ZJCI! 1, g Zn)! R;dstgSx ) when R is solicited
21: (V) elseif X 2 candY;R2  then
22: (rtprop:sid; X 1 “® Y 1 2) when X receives the rst rtprop msg
23: (V1) elseif Y2 candX 2 [ pand91 i n+1st pred(Zi;R) then
24 (rtprop;sid; X | @ y1 991 (7,792, F% 7.1 2) when Y sends the last rtprop message
25 For each sub-sequence (Zjo;:::;Zjo)  (Z1;:::;Zn) of corrupted nodes framed by two honest nodes

cid ; 0, cid ;o
Zjo and Zjo that is solicited for relaying a message, send ( subpath; sid; (Z;o! TR Zj0)), when the
corrupted nodes in  nprop are actually solicited ( cidg denotes both the cid and the rcid value of the

k™ link)
26: if X2 pand R2 . then wait for ( continue;sid; X ! cid Y) from Sim
27 : When X in  rprop Outputs ( proposeg sid; PSx 1 r;Conex 1 r; (Y;cCid)), relay it.

Figure 5.6. The Ideal Functionality Fprop

on to the ideal functionality. All the dummy parties use the same, unique instance of the
ideal functionality. This explains why Fypop's code entry points are inputsfrom dummy
parties rather than the environment. Also, Frop ONly features entry points for inputs
(for setupand proposerinputs, the same as rprop ), and not for received message, since in
a UC ideal execution, no messages are actually exchanged: hhppenswithin the ideal
functionality (this is the very principle of ideal function alities in the UC framework).
We further describe Fprop in the following paragraphs.

Aside from the already mentioned high-level di erences betveen F o and  riprop
note that the structure of their code is also quite dierent. While pop is really a
pseudo-code that could be turned in an actual implementation of the protocol, Fpop is
a theoretical object that realises all the protocol within itself. This means in particular
that it plays the role of all nodes. Actually, here, we have ctosen to modelF prop by
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making it run an internal instance of  rprop , Meaning that Fyprop re-creates the execution
of the protocol internally: it executes copies of the code inFig. 5.5 for each node, and
make those nodes exchange messageghin itself. When a route proposal concludes in
the internal  prop iNstance, Frprop accordingly makes aproposeeoutput to E (via the
adequate dummy party Y), by simply passing on the output of what X in the internally
ran rprop OUtpUts (see line 27 of the code). But Fprop does not simply run  yyprop = as
any UC ideal functionality, it also explicitly leaks information to the (ideal execution)
adversary. Thatis, Fprop €xplicitly sends information to the ideal adversary Sim. These
information leaks are actually most of the code, and all hapgn in the second entry point
of the protocol, for proposerinputs (line 5).

Let us review in more details this part of the code. First, note that, to mirror the
notations from Chapter 4, Y always denotes the proposerX the proposee,R the end-
receiver, and Z; the relay nodes between proposer and end-receiver When the ideal
functionality receives (proposersid; (X;cid);P Sy r;(Y%cid9) from dummy party Y
(meaning that the UC environment E instructed Y to propose a route), it rst copies
that input to Y in the internally ran instance of ypop. Then, Fupop deduces all the
information on the route to propose (line 7). Indeed, becauseF nyop plays the role of
all nodes in the network, it knows all src and dst, as well as all public and private keys.
It also knows, at any point in time, the exact routing table of all nodes. Consequently,
from the pseudonymP Sy, r and the rst hop ( Z1;cidg), Frprop deduces the full route,
meaning all nodes, including the end-receiver. It is also asimed that Fyypop knows
which nodes are corrupted and which ones are honest. From athese information, and
depending on which nodes on the route are corruptedt prop Starts leaking information.
More exactly, there are six dierent cases, depending on thecorruption state of the
proposeeX, proposerY, end-receiverR, and relay nodesZ;. They are marked with
roman numerals in Fig. 5.6. In addition to these six cases, the ideal functionality always
leaks intermediary corrupted sub-paths i.e. portions of routes made of corrupted relay
nodes that are neither the proposee, proposer, or end-receir (line 25).

To take an example, let us look at caselV ), on line 19 of the code. It corresponds
to the case when the end-receiver is corrupted, possibly ahg with the last relay nodes

Zn) ! R;dstg®°x), giving the following information Sim: the session identi er sid, the
description of the last portion of the route (that is made of corrupted nodes fromZ; .,
up to R), and the value dstgr®°* . The question mark denotes the fact that the route
may start before Z;, but this portion of the route is not leaked. Note that this le aked
information corresponds to what an actual adversary in an eecution of our protocol
over the Internet would learn about this particular route pr oposal in which nodesZj .1 ;
:11;Zn; and R are corrupted. These explicit leaks are one of the fundameal features
of the UC framework: by looking at an ideal functionality, it is possible to see what the
adversary learns, much easier so than by studying the full potocol.

Note that each information leak is made at a specic moment: for our proof that

®Note that these naming naming conventions for parties does not appear in the code of pop, because
the latter is given from the point of view of one node, always d enoted X .
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rtprop UC-realisesF nprop , it is Necessary that the leaked information re ects the actal
ordering of events in a real-world network. For instance, l@k (1V ) is made only when the
corrupted end-receiverR is solicited in the prop iNstance that Fyprp internally runs,
since this would be the moment at which an actual network advesary would learn (in
particular) the dstgr®* value. Actually, this is the one of the main reasons why we set
out Fprop to internally run an instance of rprp , t0 be able to deduce a correct ordering
of information leaks. Although this is not necessaryper se because this ordering could
be explicitly enforced in the code ofF 1op , this approach makes the code easier to write
and read.

Finally, note that, in the UC framework, an ideal functional ity is usually devoid of
cryptographic material and operations. However, becausettis ideal functionality is going
to be used as subroutine by the bigger protocol , which needsthe encryptions of one
acquired by route proposals (in particular to encrypt payload messages), there is no
choice but to make Fyprop oOutput it.

5.5.2.  (pop UC-realises Firop

Below is formulated the theorem de ning the security of the route proposal part of the
protocol. Because prop UsesFiink and Freg as subroutines, it stated as standingin

the (Fiink; Freg)-hybrid model, in accordance with the UC framework terminology. This

underlines the fact that those two ideal functionalities are indeed assumptions on the
system model (in particular, Fjn is the assumption that network observer can not
distinguish dummy messages from real ones). Figur&.7 shows the relations between
A, Sim, prop, and Fyprop in the real and ideal executions. As it is standard in UC
proofs [Can+02], Sim internally runs an copy of AS.

rtprop ‘ Fiink

S
o
n ‘Flink \

At
S/

Figure 5.7. Setup for Real (left) and Ideal (right) Executi ons

Theorem 2 ( pprop UcC-realizes Frprop). Assuming the IND-CPA, IK-CPA, and USS
properties of the Elgamal scheme, the protocol rprop UC-realises Fprop in the (Freg;

SMore speci cally, there are several standards for the proof setups, and Sim does not necessarily runs
a copy of A. See Appendix B.2 for a discussion on this matter.
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Fiink)-hybrid model, in the presence of semi-honest static adveases. That is, there
exists Sim such that for all A:

n

[0} n o
Real ¢ Ideal
Exec rtprop;A;E(Z) Exec Frtprop;sim;E(Z)

8z2f 0;1g 8z2f 0;1g

Proof Sketch 2 (Proof Sketch of Theorem2). The full proof is given in Appendix B.3,
where all the simulation cases are detailed (depending on @hcorruption state of the
proposer, proposee, end-receiver, and relay nodes).

The system setup for the proof is as followsSim internally runs a copy of A, relays
the communications betweerk and A honestly. Sim also honestly relaysA's queries to
Freg for corrupted nodes' keys. AlthoughSim does see the key pairs of corrupted nodes
in this process, it does not need this knowledge to perform ¢hsimulation: Feq is here
only for convenience. Note that, the proof lies in theFin-hybrid model. Thus, corrupted
nodes (played byA) and honest nodes (simulated bySim) exchange messagesia Fink
(which Sim internally runs as well). But more importantly, the F-hybrid model means
that Sim does not need to simulate messages exchanged between honedes (since it is
assumed that the adversary can not even observe them).

Sim is not allowed to queryFeq for the honest nodes' key. However, by the IK-CPA
property (and because (public) keys are never revealedgim can safely replace them by
random keys that it generates. The key pair of nodeX is denoted (pKsim(x ); SKsim(x))-
Then, a crucial point behind the proof is that, becaus&im gets to see all the inputs thakE
gives to corrupted nodes (as per the way the UC framework futions), Sim can perfectly
know all the routes and links constructed between corruptatiodes. This knowledge allows
Sim to infer information on the end-receivers of speci ¢ route proposals, and to be sure
that when it sends a message with somed to a speci ¢ corrupted node, this message
will deterministically follow a known and expected route.

Then, the construction of Sim is mainly driven by the proposerinputs from A to
E, the proposeeoutputs from A to E, and the rtprop and subpathsleaks from Fpop .
These inputs, outputs, and leaks contain all the necessarpformation to simulate honest
nodes. Another crucial idea in the construction of the simuator is that every single
rtprop or subpathleak can be simulated completely independently. Even, fonstance,
the two rtprop leaks in the (111 ) leaking case can be simulated independently.e. Sim
can simulate them without knowing that they relate to the sam route proposal. More
generally, (almost) every portion of route made of corruptd nodes framed by two honest
node can be simulated independentlyi,e. Sim does not need to know that these sub-paths
belong to the same route to correctly simulate them.

As an example, the casqlll ) is simulated roughly as follows. The simulatorSim

receives the rst leak, (rtprop; sid; X ! cdx vy ?) when, in the internally ran instance

of  rprop Within Frprop) the node X receives the rst rtprop message. From this leak,
Sim knows that it must simulate the honest noder making a route proposal, but does
not however know whether it is self-proposing, and who the dfreceiver is. Anyhow,
Sim begins by simulating the sending of thetprop message thaty would send to the
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corrupted node X in a route proposal: it sends
D E
rtprop keidx -y ; Corop = ENA(PKsim(y);); Cone = ENAPKsim(y); 1) (5.5)

At some point, the adversaryA, on behalf of X, answers back (as it would do in a real
execution) with ciphertexts Eng{pksim(y); r$* ) and EnopKsim(y); pky™). The simulator
Sim can decrypt these ciphertexts, in particular to getpk;mp. Then, the simulator waits
for the dummy party X in Fprop t0 output (proposeesid; P Sy r; Conex 1 r; (Y Cidx -v))
(this output is given by Fprop directly to Sim, according to the way the UC framework
works). At this point, Sim can simulate the sending byy of the nal rtprop message,
in particular by encrypting P Sy, r learned in the proposeeoutputs with pk;mp.

This terminates the simulation of the rst leak of case(l1l ) . The second leakrtprop;

sid;X $ 21 (0P 21 R;dstr®*), is sent by Fryrop to Sim whenR in the
internal  prop receives thertproprelay  message. This second leak, although it pertains
to the same route proposal as the rst leak, is simulated totdy independently (i.e. no
data from the simulation of the rst leak is necessary here). Here, Sim must simulate
the honest nodeZ; sending artproprelay to the corrupted nodeZ;.,, and towards the
corrupted end-receiverR. By construction of the simulation (which we do not detail hee),
the simulator Sim is sure to have an encryption of one under the kepkz,,, pkz, .,

pkr, noted conez;1 r. Consequently,Sim crafts ciphertexts EnGiopk(Conez;1 R ; dStr Srex )
and EnGopk(Conez;1 r ;PK™ 9. Here, dstg *°x  comes from the leak, andpk™P? is a
fresh key generated bysim. The simulator sends these ciphertexts in atproprelay
message taZ; +1, which is controlled byA. Then, becauseA is semi-honest, and by the
way routes are built in the simulation (as in a real executior), the message is ensured
to reach R. However, since fromZ;.; to R, all nodes are corrupted, this is done byA
herself (Sim only needs to properly simulate the passing of messages thgh Fjx). At
some point, the adversary will send back, on behalf &;.,, a rtproprelay message,
meant to Zj. Sim receives that message on behalf of the honest node, and simply
discards it. This concludes the second leak of caqell ) .

Constructing the simulator is only half of the proof. It remains to show that the
simulation is indistinguishable from a real execution, fran the point of view of A and E.
First, note that, because the simulator is constructed to flow the order of leaks made by
Friprop (@nd of the inputs and outputs to and fromE), and becauseF rprqp itself is designed
to make these leaks according to the ordering of events in aaleexecution (by running
an internal instance of prop), Sim is sure to simulate all events in the adequate order
for A. Furthermore, cryptographically speaking, it can be formdly shown that if there
exists an adversary distinguishing between this simulatio and a real execution with a
non-negligible advantage, then it can be used to construchadversary breaking the IND-
CPA, IK-CPA or the USS property of the Elgamal PKE scheme witha non-negligible
advantage. In particular, remark that, if an adversary is cgable of distinguishing the
simulation from a real execution based on the fact that thetprop message %.5) (shown
in the above paragraph) encrypts a random group element instead of dstg, then it is
possible to construct an adversary that breaks the IND-CPA mpperty of the Elgamal
scheme. Likewise, if the adversary can distinguish based dhe fact that ciphertexts seen
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by the corrupted nodeX are completely independent from those seen by the corrupted
node R, then it is possible to construct an adversary that breaks thUSS property of the
scheme (intuitively, this holds because in a real executigmodes on the route re-encrypt
ciphertexts).

5.5.3. Analysis of Fprop

Because the protocol is complex, in particular compared to mall cryptographic protocols,
the functionality Frprop, in itself does not directly make the properties of the route
proposal mechanism appear. After some general remarks, thisection studies the four
desired properties of route proposals based on the leaks mady Frop : route proposal
homogeneity, route proposal indistinguishability, propagation untraceability, and return
trip untraceability. Beforehand, however, the custom secuity de nition used to do so is
introduced.

5.5.3.a) General Remarks

It is clear, by inspection of Fyyyop, that if no node is corrupted, no information is given to
the adversary (i.e. observers of the network learn nothing about route proposa and the
created routes). As a result all four security properties ofthe route proposal mechanism
hold perfectly against external adversaries.

In the presence of corrupted nodes, the adversary gets leakaostly under the form
of corrupted sub-paths that are chains of corrupted nodes. Then, due to the way
pseudonyms are computed in the protocol (as described by Figt.5in Chapter 4), during
a route proposal with a corrupted end-receiver, the valuedstr > is leaked. Also, the
rst leaking case () is of particular interest, since it highlights an inherent limitation of
the protocol: when the proposerY, the end-receiverR and all relay nodes in between are
corrupted, the adversary unavoidably learns the identity of the proposeeX . Other leak-
ing cases show, however, that if there is at least one honesbule between the corrupted
Y and the corrupted R, then the two halves of routes are leakedndependently As it
appears clearly in the proof, if there is no concurrency amog route proposals,A can
trivially link these two halves together. However, in the general case, it is unclear what is
the probability that the adversary makes this link: it depends at least on the tra c load
(and the concurrency among route proposal), and the locatia in the topology graph of
the nodes involved in each route proposal.

5.5.3.b) Formalisms to De ne Route Proposal Security

For reasons described in the introductory section (Sectiorb.1.2), the properties of route
proposals are proven (based offf prop ) USING @ custom security de nition. This security
de nition is presented here. Recall that this de nition should allow: (i) to de ne chal-
lenge in which the same intermediary corrupted sub-paths ag solicited, (ii) to de ne
challenges onportions of route (rather e.g.than on a full return trip), and (ii) to issue

challenges about one particular route proposabut of the dynamics of the network
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An other element to take into account when designing this segrity de nition, is that
Friprop IS NOt meant to be run by itself: it must be used in accordance ¢ the route
proposal policy. In particular, it is not possible to provid e Fypop With a proposerinput
for X, for a route that the latter does not known. Said otherwise, aproposerinput can
only be given to Fprop If the latter made a proposeeoutput for the corresponding route.
Furthermore, it is not allowed to e.g. supply twice the sameproposerinput. This is a
speci city of analysing a functionality like Fprop, that, in contrast with the analysis of a
functionality that takes as input a sendcommand instructing to start a communication
session: while communication sessions can be arbitrarilyainched by the adversary,
route proposals must be made in a speci ¢ order. Consequentl we introduce awrapper
to the functionality Fyprop, denoted W. The resulting functionality W (Fprop) takes
input values of the following form:

Iw = graph;RtPropP olicy; f (setug sid; srcz;dstz) g, ,

That is, it takes as input a topology graph, a specic route proposal policy, and a
setupinput for each node. From that, W drives the topology dissemination phase, by
iteratively producing all the proposerinputs for Fprop .

With this wrapper, we propose a custom security de nitions based onviews where
the view of the adversary in the execution of the functionalty W (Fprop)(1w) consists
of all the leaks made byFypop. More precisely, we consider thatW (Fprop )(1w) (for
some input |y ) corresponds to: (i) the set of all proposerinputs that W provided to
Frprop for corrupted nodes, (ii) the set of all proposeeoutputs that Fpop made for
corrupted nodes, and (iii) the set of all information that is leaked by Frop during the
execution. Then, to be able to de ne the security propertieswithout taking the dynamics
of the network into account we denote W (Frprop )(Iw )[REX $ Y! R)] the information
output by W (F rprop )(Iw ), restricted to the information directly related to route p roposal
REXs$ Y! R).

With this formalism, the de nition of e.g. route proposal indistinguishability roughly
corresponds to the impossibility of distinguishing betwe@ W (F rtprop ) (1w )[RRX $ Y! Ro)]
and W (F rtprop ) (1w )[RRX 8 Y R3)], for honest end-receiversRg and Ry, and corrupted
nodesX and Y. Here, RREXs$ Y! Rg) and REX$ Y! R;) are called the challenge route
proposals However, this notion of security is trivial: without any co ntext at all, given
one of these two views, there is just no element whatsoever fdhe adversary to reason
about the challenge. Therefore, wananually provide some context, namely by augment-
ing the views with encryptions of ones and pseudonyms. For istance, for route proposal
indistinguishability, where X and Y are the corrupted nodes that arechallenged nodes
(since, in a real-world scenario, those are the node which mat not distinguish between
route proposals towards di erent end-receivers), the viewW (F prop )(Iw )[RRX $ Y! Ry)]
(for b2 f 0; 1g) is augmented with the pseudonym and encryption of one oX and Y to-
wards end-receiverRp. More generally, we de ne the adversary's view concerningoute
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proposalREX $ Y! Ry), for an input i 2 I, and for challenged nodes in the seN as:

ViewRgx s vi gy (i) = f0;fZ;PSz1 r;Conez1 R, j Z 2 nodeg0)\ g
] 02 W (Frprop )(D[RRX$ Y! Rp)];
nodeqdo)\ ( cnN)= ;g

That is, the view contains all outputs 0 of W (Fprop )(i)[RRX'$ Y! R)] that contain
the challenged nodes (ananly those nodes), and for all the corrupted node& appearing
in these outputs, the view providesP Sz r, and Conez1 R,.

However, this is still not enough to yield a meaningful secuity de nition. Actually,
much more context can be provided to the adversary, while still being able to pove the
properties. To better re ect a real-world scenario, where the adversary may have other
corrupted nodes in the network than the challenged ones, weufther introduce a set
Context that speci es the pseudonyms and encryptions of one of othecorrupted nodes
in the network (according to a specic input i 2 lyw). It is de ned as follows, with N
the set of challenged nodes, andRy and R; the two potential receivers:

Contex§, g, (i) =f(Z;srcz;dstz; (pkz;skz)) jZ 2 cg
[ (Z;R%P Sz Ro;Gonez: Ro; Cidz1 Ro)
iZ2 <R%°2 nfRgRig
[f (Z;(Ra;PSz1 R, Conez1 R,;Cidz1 R,))
jZ2 <nN;a2f0;1gg

This set contains, for all corrupted nodesZ 2 , and for all end-receiver R° other
than Ry and R1, the de-anonymisedpseudonym and encryption of one oZ towards R®
It also contains, for all Z 2 ., and the de-anonymised pseudonym and encryption of
one of Z towards Rg and R1. We say that those elements arede-anonymised because
they are explicitly accompanied with the identity of the end-receiver they are associated
to. Adding the information in Context to the security de nition aims at modeling a
scenario where all corrupted nodes have de-anonymised alhé-receivers, except the
challenged nodes inN that did not de-anonymised Rg and R;. Indeed, in Context, all
corrupted nodes but the challenged ones get all the de-anomyised information about
end-receivers, and in theView, the challenged nodes get the (anonymised) information
for either Ro or Ry (plus all outputs from W (Fypop)). This thus represents a very
constraining scenario. Note however, that all the context we add to the adversarial
views are of cryptographic nature. It does not put the challenge route proposals in the
dynamic of the network, nor does it contain information on other route proposals than
the challenge one (such as the intermediary corrupted sub-iths leaked during other
route proposals). This e ectively means that the proposed curity de nition, contrarily
to the AnoA framework (in particular) does not take the dynamic of the network into
account. It does, however try to manually account for the information the adversary
may have obtained in past interactions, by providing de-anonymised pseudonyms and
encryptions of one.
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5.5.3.c) De nition and Proof of Route Proposal Security

With the proposed formalism, De nition 25 describes the four security properties of
route proposals. In order to restrict the challenge scenad, we de ne each property on a
subsetl ;ROP 1 of inputs. In particular, we restrict challenges to honest end-receivers,
and to challenges that solicit the same intermediary corruped sub-paths in both cases.
For instance, route proposal indistinguishability is de ned only over inputsi 2 1P
that yield executions in which the return trips of both chall enge route proposals go
through the exact same set of corrupted nodes. Our securityasults thus hold only for
such executions, and security for route proposals solicitig di erent corrupted nodes in
their return trip is not studied. Finally, in what follows, w e sometimes denote corrupted

Nk Inax for all k. In each Zy, all nodes are corrupted, except one or both of theend
nodes.

De nition 25 (Route Proposal Security). The route proposal mechanism is said to
be secureif 8i 2 1HRO7

fviewo(i) g, T views(i)gy,,

holds, with viewy, and 17,R°"de ned as follows for each of the four propertiesPROP
fRPH;RPI;PU;RTU g:

Route Proposal Homogeneity (RPH): For distinct nodesX, Rg= Y, R1 = R,
viewy(i) = X;Y;R; Context(2(i); Viewe % s vi g, (0)

Where I RPH is the set of input values forW (Frprop) that yield an execution for
whichX 2 ,and Y;R2 4, and in which bothREX$ Y! Y) and REX$ Y! R)
occur, and the latter requires a return trip that does not solicit any corrupted
node.

Route Proposal Indistinguishability (RPI): For distinct nodes X, Y, Rg, Ru,
and any relay nodes inZq;:::;Zg, let N = fX;Yg[Z1] [Z k. Dene
viewy(i) as follows:

viewy(i) = X;Y;RO;Rl;Contexlgo;Rl(i);Viem/F\!Rx$ vi Ry ()

Where I§P! is the set of input values forW (Frprop) that yield an execution for
which X;Y 2, Ro;R1 2 4y, all Zy;, are corrupted exceptZin,, Zks1;1 and
Zye1:n,» and where bothREX$ Y! Rp) and REX$ Y! Rj1) occur, and both re-

Propagation Untraceability (PU): For distinct nodesX, Y, X9 Y% Rg, Ry, and
any relay nodes inZy;:::;Zx andZ29;:::;ZQ0, let N =fX;Y g[Z 1[ [Z «,
NO=fX%Y%[Z ?[ [Z Qo Dene viewy(i) as follows:

viewp(i) = X;X ®VY:Y®Rg;Ry; Contexl‘,gg’;\'Rlo(i);

. . . 0 .
V'eV‘}F\elF(xss y! RO)(');V'eV‘)F\iRXOSS va gy ()
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Where 1Y is the set of input values for W (Fprop) that yields an execution
in which X;Y;X%Y%2 | Ro;R; 2 1, all Zy, are corrupted exceptZin,,
Zke1:1 and Zyegr :n, (and likewise for all nodesZ,?o;iko), and where REX $ Y! Rp),
RRX% Y3 Rp) and RRX% YA R;) all occur, and the two latter ones requirea

zQ.

Return Trip Untraceability (RTU): For nodes Rg, R, for any distinct nodes
Xo, Yo, X1, Y1, and any relay nodes inZi;:::;Zx and ZO;:::;Z}QO, let N =
fXo;Yog[Z 1] [Z k,NO=fXy;Y1g[Z [ [Z 2. Dene viewy(i) as
follows:

views(i) = Xo; X1; Yo; Y1; Ro; Ry; Contexiil: [(i);
|
z%[ [z % '
VieWagd vor res (0:ViEWegd s .12, ()
Where I}TY is the set of input values forW (Fprop) that yields an execution for
which: (i) Xo;VYo;X1;Y1 2 , and either Rg;R12 L or Rg= Ry 2 ¢ (i) all
Zy:i, are corrupted exceptZin,, Zke1:1 and Zye1:n, (and likewise for all nodes
Z,?o;iko); (iii) both  REXo$ Yo! Ro), RRX1$ Y1! Rg) occur and respectively solicit
intermediate sub-pathsZ1;:::;Zx and Z9;:::;Z0; and (iv) return trips of these
two proposal have one (or more) intermediate sub-path(s) icommon. That is,
9k1 ko 2 [0;K 1], 9kD; k92 [O;K O 1] st (Zky;Zkges:itiZk,) =(z|9&,;z,9§,+l;
":;Zlgg).

Note that route proposal homogeneity and indistinguishablity are simply de ned as
the indistinguishability between two views. However, for propagation and return trip
untraceability, the adversary gets acommit view (the same whetherb=0 or b= 1), and
a challenge view(that depends on the value ofb). Indeed, in propagation untraceability
models the impossibility to link together two route proposal towards the same end-
receiver. Thus, there must be a rst view provided which commits to one end-receiver
Ro, and a second view that either relates to a route proposal toards the same end-
receiver Rg, or towards a di erent one R;. The same reasoning applies to return trip
untraceability. Secondly, note that, in the de nition of each property, the challenge
view is mainly focused on the end-receiver. This means that anechanism secure by
De nition 25 does not provide anonymity guarantees for proposers and ppmosees. That
being said, in the context of the protocol, it is not a concern since several (possibly
many) proposees (that will later becomeend-sender$ share the same route.

Theorem 3. Assuming the indistinguishability of pseudonyms, and theHK-CPA prop-
erty of the Elgamal scheme, the route proposal mechanism igaure w.r.t De nition 25.
Namely, the adversarial advantage, for each property, is amost Imax AdVKPa( ) +
Imax AdWPS M9( ) for Imax the maximum route length.
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Proof Sketch 3 (Proof Sketch of Theorem3). The full proof is given in Appendix B.4.
By making the views of each property explicit (see the same pendix), it appears clearly
that, for each property, the only elements di ering betweenviewg(i) and viewy(i) are
pseudonyms, encryptions of one, andid values. By construction, these are not spec-
i ed in the context ( i.e. the end-receiver associated to them is not speci ed). Thecid
values are completely independent from the route (proposabnd from the end-receiver
they designate. Hence, they do not give an advantage to thevadsary. The advantage
given by each pseudonym and encryption of one depend respeely on Adv’S () and
AdvkP3( ) which are assumed negligible. In addition, the number of i pseudonyms
and encryptions of one that di er is bounded by the number ofalay nodes involved in the
challenge, which is itself bounded by the maximum route letiglnax . Therefore, through
two hybrid game sequences, the theorem is easily proved, wthe same methodology for
all four properties.

5.6. Security of the Protocol as a Whole

Building upon the results on the route proposal mechanism, his section studies the
security of the protocol as a whole. It follows the same outlie. The protocol's pseudo-
code is rst given. It is then modeled in an ideal functional ity F, and F is shown to
UC-realise . Finally, F is analysed to prove the SA, RA, and SU properties with the
AnoA framework, and MU with the custom security de nition.

5.6.1. Modeling into an Ideal Functionality F

The protocol is given in Fig. 5.9 (spanning over two pages,122 and 123). It follows
the same form as nprop: it is written in the message-state paradigm, from the point
of view of one nodeX. We rst describe the other ideal functionalities that use s as
subroutines, and then comment the code itself.

The protocol uses the following ideal functionalities as subroutines: Fiink, Foine
Frprop, and Freg. The former, Fjin, is used in the exact same way as prop (With
implicit calls in the code whenever a message is sent/recadd). The second oneFgine ,
is featured in Fig. 5.8. It models the oine exchange between an end-sender Alice and
an end-receiver Bob, which is necessary prior to engaging inriented communications.
In essence, it is actually very similar to F ik, since it aims at modeling the fact that an
external adversary can not observe the data exchanged dur@nthis interaction. Indeed,
this exchange is supposed to happen outside of the network. e main di erence with
Fiink is however that, in Fgine , Alice stays anonymous even w.r.t Bob, since its identity
is not output to Bob.

The third ideal functionality used by nodes in is Fpop. Thatis, instead of actually
carrying out route proposals, nodes pasproposersubroutine inputs to Fprop and get
proposeesubroutine outputs. Note that the same unique instance is usd by all the ITIs
of honest nodes, and byA as well. When it initialises (line 1 of 's code), node X sends a
setupinput to Fprop , @and then self-proposes, by giving on@roposerinput for each of its
neighbors (line 5). Note that, by the way Fpop is constructed, whenX self-proposes
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1: Foine models the oine exchange between Alice and Bob, prior to an aiented commu-
nication.

2: upon input (get; sid; B;ocomid; Conep1 | ; k) from party A:

3 Output a copy of that input to B, and store (sid; ocomid; A; B)

4 upon input ( got; sid; ocomid;shy;c) from B:

5 if 9 a stored (sid; ocomid; A;B) then Output a copy of this got input to A

Figure 5.8. The Ideal Functionality Fgine

to its neighbor Y; by submitting a proposerinput to Frypop, the latter automatically
makes aproposeeoutput to Y; with the adequate pseudonym and encryption of one
(see the entry point at line 6). Then, as already mentioned in previous sectionsF ryprop
does not include the route proposal policy: it does not inclde the decision to accept
or refuse a route, and does not re-propose a route when one igarned. Therefore, in
, when node X learns a new route {.e. gets aproposeeoutput from Fyprop, at line 6),
it runs RtPropP olicy, a function e ectively abstracting the route proposal policy. This
function returns two booleans, one stating whetherX must accept the route, and the
second stating if it should relay it. If X accepts a route, it creates an entry in its
routing table RT. If it must relay the proposal, X gives an adequateproposerinput
to Frprop. ROuUte proposals propagate in the network in this way. Note hat corrupted
nodes, controlled by A, are assumed to behave in this way as wellA, on behalf of a
corrupted X, interacts with Fypop to make route proposals.

Finally, makes uses Freg. Similarly to  prop (and Fryprop), Nodes request their
public keys to Feq (line 2). Here, the actual reason to be ofF ¢y appears: its function is
to ensure that the encryptions of one output by Fprop are indeed usable by nodes in .
Indeed, if the key pairs used internally by Fyprop did not match the keys used by nodes
in , then the latter would encrypt payload messages with encryptions of one under
(products of) public keys that they do not control, yielding payload messages impossible
to decrypt. Note that generating keys in and passing them as input to Fyprop iS not
an option, since that would mean that, in the proof from Section 5.5.2 showing that

rtprop UC-realisesF yprop , it is the UC environment that would have to provide the key
pairs in input to the nodes. Since most of the security relieson the secrecy of these
keys, the proof could not carry out. Secondly, note thatFeq iS set to only answers to
the parties owning the key pair. More exactly, in the real exeution, Feg answers only
to honest nodeX from or to Fpupop, and in an ideal execution it only answers to
F. In both executions, the adversary @ and Sim respectively) is allowed to query the
keys of corrupted nodes (but not of honest ones). Thision-standard modeling of key
distributions seems unavoidable in order to split the protocol into  prop and , and to
be able to propose a modular approach to the analysis of the fuprotocol. Its impact
on the proof is however minimal, since it seems that a proof ofhe full protocol in one
go (without dividing it into  nprop @and ) would be possible without Freg, by simply
having nodes generate their key pairs locally.
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